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ABSTRACTr

Because of ran igc limitations imposed by speed and power supplies, covert launch

and recovery of Autonomous Underwater Vehicles (AUVs) near the operating area will be

required for their use in maniy military applications. This thesis documents the

implementation ef precision control and planning facilities on the Phoenix AtV that will

be required to suppout recovery in a small tube and provides a preliminary study of issues

Sinolved with AUV rýco% ery b, subInarincs.

ImplemCntation in, o!X es the development of low-level behaviors for sonar and

vehicle control, mid-level tactics for recovery planning, and a mission-planning system for 0

translating high-level goals into an executable mission. Sonar behaviors consist of modes

for locating and tracking objects, while vehicle control behaviors include the ability to

drive to and ma:ntain a position relative to a tracked object. Finally, a mission-planning 0

system allowing graphical ,pecification of mission objectives and recovery parameters is

implemenlted.

Results of underwater virtual world and in-water testing show that precise AUV * *
control based on .ionai data can be implemented to an accuracy of less than six inches and

that this degree of precision is sufficient for use by higher-level tactics to plan and control

recovery. Additionally. the mission-planning expert system has been shown to reduce

mission planning time by approximately two thirds and rcsults in missions with fewer 6

logical and programming error:; than manually generated mi:;sions.

V 0



* 4

* 4

* 4

* 4

vi

* 6N

* S • S S * 6 S



TABLE OF CONTENTS

IN T R O D U CT7 IO N .................................................................................................. 1 I

A. NPS CENTER FOR AIJV RESEARCH AND THE PHOENIX AUV ...... 1 ,

B . M O T IV A T IO N .......................................... ................................................ 3

C. PRO B LEM D ESCR IPT IO N ............................................................. ...... 3

D . T H E S IS G O A L S ................................................................................... .... 4

F. THESIS ORGANIZATION ................................... 5

I1. R E LA TE D W O R K ............................................................................................ 7

A . IN T R O D U C T IO N ..................................................................................... 7

B. RECOVERY OF AUTONOMOUS UNDERWATER VEHICLES ......... 8

1. Massachusetts Institute of Technology (MIT) ................................. 8

2. Florida A tlantic U niversity ............................................................. .16

3. Shenyang Research and Development Centre of Robotics ............ 13

4. Centre Technique Des Systemcs Navals (CTSN) .......................... 17

5. Institute for Systems and Robotics, Instituto Superior Tccnico ........ 19

C. THE PHOENIX AUTONOMOUS UNDERWATER VEHI('LE ...... 2(

1. H ardw are C onfiguratio n ................................................................. .21

2. lle Rational Behavior M odel (RBM ) ..............................................

3. Precision M aneuvering using Sonar ............................................ 28 6

D . S U M M A R Y .......................................................................................... .. 3 1

I11. RESEARCH M ETHODOLOGY ...................................................................... 33

A . IN T R O D U C T IO N ................................................................................... 33

B. UNDERWATER VIRTUAL WORLD (UVW) ................................... 33

1. O vcrvicw ............................................................... .................... . . 3 3

2. Sonar Simulation and Visualization .............................................. 36
*

C. IMPLEMENTATION AND TESTING IN THE VIRTUAL, WORLD ... 43

D. IMPLEMENTATION AND TESTING IN THE REAL WORLD ....... 44

E . SU M M A R Y .......................................................................................... 45

vii

• O • •• • •*



IV. EXECUTION LEVEL IM PLEM ENTATION ................................................ 47

A. INTRODUCTION ................................................................................ . 47

B. SONAR BEHAVIOR .......................................................................... 47 6

1. M anual Control ............................................................................ 47

2. Forward Scan ................................................................................ 49

3. Target Search ................................................................................ 49

4. Tar.,-ct Tracking ............................................................................. 52

5. Target Edge Tracking ................................................................... 54

C. STATION KEEPING ............................................................................ 57

1. Station Keeping Commands ......................................................... 57 0

2. Comm anded AUV Position and Control ...................................... 58

3. AUV Tracking ............................................................................... ()

D. FINAL RECOVERY CONTROL ............................................................. (02

E. SUM M ARY ............................................................................................ 4

V. TACTICAL LEVEL IM PLEM ENTATION ..................................................... 67

A. INTRODUCTION ................................................................................ 67 * 0
B. RECOVERY PATH PLANNING ........................................................ 67

1. Transform ations ............................................................................ 67

2. Line and Circle Tracking ............................................................. 70

3. Recovery Planning ............................................................... ...... 74 0

C. EXECUTION COMMAND GENERATION ....................................... 78

D. SUM M ARY ........................................................................................... 81

VI. STRATEGIC LEVEL IM PLEM ENTATION .................................................. 83

A. INTRODUCTION ............................................................................... 83

B. EVOLUTION OF THE STRATEGIC IEVE[ ................................... 83

1. M ission Contnl ............................................................................. 83

2. Abstract M ission Control ............................................................. 85

i. Programming Language Issues ..................................................... 87

C. A MISSI(-)N-(iENERATION EXPERT SYSTEM ............................ 89

*f

viii

• ~ ~~ • -



0

1. In trod uction ........................................................................................ 89

2. The Automatic Mission Generator ................................................ 90

3. Phase-by-Phase Mission Specification ........................................ 97

4. A utom atic C ode G eneration ............................................................ 103

D . S U M M A R Y ........................................................................................... 10 5

V II. EX PERIM EN TA L RESU LTS ........................................................................... 107

A , IN T R O D U C T IO N .................................................................................. 10 7

B. VIRTUAL WORLD RESULTS ........................................................ 1(17

1. R ecovery C ontrol R esults ................................................................ 107

2. Strategic Level and Mission Planning Expert System Results ........ 114

C. REAL W O RLD RESU LTS .................................................................... 118

1. Sonar T racking B ehaviors ................................................................ 118

2. Station-K eeping R esults ................................................................... 123 0

3. Strategic Level and Mission Planning Expert System Results ........ 129

D. SUMMARY .......................................... 130

VI1. CONCLUSIONS AND RECOMMENDATIONS .......................... 133 * .
A . IN T R O D U C T IO N ............................................................................ 133

B. RESEARCH CONCLUSIONS ........................................................... 3

C. RECOM M ENDATION S ................................................................. 135

I. General Tactical Level Tests and Enhancements ............................ 135 0

2. Sonar Tracking Behaviors ................................ 135

3. Sonar C lassification ......................................................................... 137

4. AU V Tracking and Control ........................................................... 137

5. Ocean Current and a Moving Submarine ......................................... 138

6. Obstacle Avoidance During Recovery ............................................. 139

7. Sensor and Htardware Issues ................................ 139

8. Strategic Love,•IF111ancti-nulL .............................a............................ 140

9. The M ission Planning Expert System .............................................. 141

1(0. O perating System Issues ............................................................. 1,42

Ix

0 0



11. C ode O ptim ization ........................................................................... 143

12. Underwater Virtual W orld Improvement ......................................... 144

D. SUMMARY ............................................ 144 0

APPENDIX A. OBTAINING ONLINE RESOURCES ................................................ 147 4

APPENDIX B. EXECUTION LEVEL COMMAND LANGUAGE ............................ 149

APPENDIX C. MISSION GENERATION EXPERT SYSTEM USER GUIDE ......... 157

LIST OF REFERENCES ........................................... 179

[N IT IA L D IST R IB U TIO N L IST ................................................................................... 185

0 0
0

*•

• • • •• • 0S

•,. . .. •• . .. .. • .2.2 .. . .... . .. ,, i,,S

__ 4 r in• •n ua n ' S



LIST OF FIGURES

Figure 1: The Pho)enix Autonomous Underwater Vehicle [Brutzman 96] ..................... 2

Figure 2: The Odyssey 11 AUV I MIT [lome Page 96 .................................................... 8

Figure 3: The Ocean Voyager LI AUV [FAW 961 .......................................................... 10

Figure 4: Fuzzy Docking Algorithm !Sm ith 96] ............................................................ 12

Figure 5: Virtual Docking Funnel for the Fuzzy Docking Algorithm [Smith 961 ...... 14

Figure 6: The Explorer AUV Launcher[Ditang 921 ..................................................... 15 0

Figure 7: An Explorer AUV Recovery IDitang 921 .. .................................................. 16

Figure 8: Phoenix External Configuration [ILeonhardt 961 ........................................... 20

Figure 9: Phoenix Internal Hardware Configuration [Leonhardt 9'(I ........................... 22

Fiigurc W(1 Yhe Rational Behavior Model Software Architecture I Holden 951 ............ 23

Figure 11: A Simple RBM Strategic Level Search Mission ......................................... 25 2 *
Figure 12: Sample Execution Level Commands I Brutzman 941 .................................. 29

Figure 13: UVW Viewer Scene Graph Representation of Phoenix I Brutzman 941 ......... 35

Figure 14: V isualization in the U VW ........................................................................... 35

Figure 15: Open Inventor Scene Graph Representing the ST725 Sonar ................. 43

Figure 16: Sonar and AUV Range and Bearing ........................................................... . 52 4

Figure 17: Sonar Full Target-Track Mode Geometry .................................................... 54

Figure 18: Sonar Target-Edge Track Mode Geometry ............................. 56

Figure 1 (): AU" • and I ..... ..y Tu" Layout at Control Initiai n .... '

IFigure 20: Steering Function Terms I Kanayama 961 ................. . ..... ..................... 72

* 4

0 0 S 0 0 • • • S q

In n -r J



Figure 21: Tracking to a Desired Path Using the Steering Function ........................... 73

Figure 22: HIolonomic System Geometry [McGhee 91] ........................... 75
0

Figure 23: Voronoi-Based Recovery Regions and Path Planning Segments .............. 77

Figure 24: Recovery Regions anr Station-Keeping Corner Assignments ................... 79

Figure 25: Generated Commands Based on a Recovery Plan .......................................... 80 0

Figure 26: Planned and Actual Recovery Path Results from a UVW Mission ................ 81

Figure 27: Strategic Level Mission Controller in Prolog and C++ ............................... 84

Figuie 28: Strategic Level Phiase Specified in Prolog ............................................... 86

Figure 29: Search Mission Automatically Generated with Means-Ends Analysis ........... 91

Figure 30: Graphical Reprerentation of an Automatically Generated Mission ............ 94

Figure 31: Top-Level Operator Definitions for Search and Explosive Planting Goals .... 96

Figure 32: Mission Planning Expert System Main Window ....................................... 98

Figure 33: Data Input Winldows for Phase-by-Phase Mission Srncification ....................

Figure 34: Error Reports for Individual Phase Errors and Mission Errors .................... 101

Figure 35: State Table Summary of a Mission Specified Phase-by-Phase ..................... 102

Figure 36: Sample Mission Defined with the Mission-Specification Language,
Automatically Generated Code in Prolog and C++ .......................... 104

Figure 37: Planned vs. Actual Virtual World Recovery in a Tub- Oriented North ........ 108

Fi,,,.re 38: Planned vs. Actual Virtual World Recovery in a Tubc Oriente-d Northeast. 109

Fi w-uic 39: Planned vs. Actual Virtual World Recovery in a Tube Oriented Southeast. 109

F * 40: Planned vs. ActuaI Virtual World Recovery in a Tube Oriented South . 110

Figure cl: Planned vs. Actual Virtual World Recovery in a Tube Oriented Southwest 110

x0
xii

!0



K Figure 42: Planned vs. Actual Virtual World Recovery in a Tube Oriented Northwest 111

Figure 43: Recovery with Poorly Tuned PD Control Constats .................. 114

Figure 44: Standalone Testing of a Mission Using the cod-test P~rogram ................ 115

Figure 45: UVW Results of a Mission Gienerated Through Means-Ends Analysis.....116

Figure 46: Stationary Sonar Full rarget Track Bearing vs. Time .......................... 1190

Figure 47: Stationary Sonar Full Target Track Range vs. Time............................ 119

Figure 48: Stationary Sonar Tai get Edge Track l3eýaiing vs. Time......................... 120

Figure 49: Stationary Sonar Target Edge Track Range vs. Time .......................... 121

Figure 50: Range vs. Time Plot Showing Loss of Track in a Confined Area ............ 122

Figure 5 1: Bearing vs. Time Plot Showing Loss of Track in a Confined Area........... 122

Figure 52: Commanded and Actual Range to a Cylinder with Target Tracking ......... 123

Figure 53: Commanded and Actual Bearing to a Cylinder with Target Tracking....... 124

Figure 54: Commianded and Actual Heading while using Target Trackiný ............... 124

Figure 55: Commanded and Actual Range to a Cylinder with Edge Tracking ........... 126

Figure 56: Commanded and Actual Bearing to a Cylinder with Edge Tracking ......... 126

Figure 57: Commanded and Actual Heading while using Edge Tracking ................ 127

Figure 58: Commanded and Actual Range during Tube Station Keeping ................ 128

Figure 59: Comman"e-d and Actual Bearing during Tube Station Keeping............... 128

Fiigure 60: Commanded and Actual Heading during lube Station Keeping.............. 129

Fimiure 01 : In-Water Results of an Automatically Generated Mission..................... 13(0

Figure 62: Mission Planning Expert System Main Window................................ 160)

Figure 63: Initialization Parameters Data Input Window ............................ ..... 101

I I • [ I [[- 0-

XIII11

0i -i



L i~

Figure 64: Phase Type Input W indow ........................................................................... 162

Figure 65: State Table Summary of a Mission Specified Phase-by-Phase ..................... 163
4O

Figure 66: Data Input Window for Transit Phase Specification ..................................... 163

Figure 67: Phase Modification and Phase Deletion Windows ....................................... 167

Figure 68: Invalid Phase Error Report Window ......................................................... 17 6

Figure 69: Means-Ends Mission Generator Facility Main Window ............................... 169

Figurc 70 Recovery Tube Data Entry Window ............................................................. 170
0

Figure 7 1: Search Point Data Entry Window ................................................................. 171

Figure 72: Sample Means-Ends Analysis Mission Solution Window ........................... 172

Figure 73: Error Window for Detected Mission Errors ........................... 174

Figure 74: Output Language Selection Window ............................................................ 174

xiv



LIST OF TABLES

Table 1: UUV Recavery Functions. After [Chapuis 961 ........................................... 18

Table 2: ST1000 and ST725 Positions in AUV Body Coordinates ......................... 41

Table 3: Station Keeping PD Control Law Constants .............................................. 60

Table 4: Mathematical Model Constants [Marco 96a] ........................................... 62

Table 5: Recovery Control PD Control Constants ................................................... 64

0

* .

XVS

I0
S. . . . .. .. . .. . .. . . . .. . . . . .. . . . .. . .. . . . .. . . . . .. . . . .. . . . . . . .. . . . . .. . . . . . . . . .. . .. . . . .. . .. . . . .



0

4 0

xvi

4 0



ACKNOWLEDGEM ENT

This research was made possible by the efforts of many people. Most notable were

my advisors. Dr. Robert McGhee was the reason that I began this research. His patience

and willingness to provide whatever support was necessary were greatly appreciated. Dr.

Don Brutzman told me that if I stuck with him my thesis would write itself. There was a

little more to it than that, but Don's energy and dedication made it easy to progress through

the research process. Together, Dr. McGhee and Dr. Brutzman enabled me to accomplish

far more than I ever would have thought possible.

Sincere thanks go out to my classmates and t, the other members of the Center for

Autonomous Underwater Vehicle Research. Prior to my studies at the Naval Postgraduate

School I wlld not have believed that such cooperation among students and faculty would

have been possible in an academic environment. The degree to which all members of the 0

Naval Postgraduate School community work together is a testament to the high quality of

the students and faculty with which the institution is blessed.

Finally but most importantly, I would like to thank my wife Tammy for her support * *
and encouragement during the conduct of this research.

I would also like to acknowledge contribution of the National Science Foundation

whose financial support under Grant BCS-9306252 made much of this research possible.

xvii



�5-)
0 4

0

0

0

* .

0

S

0

0

xviii

0



0

I. INTRODUCTION

A. NPS CENTER FOR AUV RESEARCH AND THE PHOENIX AUV 0

This thesis is concerned with the mission planning, mission control, and precision -Af

maneuvering required to support recovery of the Thoenix autonomous underwater vehicle

(AUV) in a simulated torpedo tube. Specific issues covered include automated mission •

planning, finite state mission control, recovely path planning, recovery tube detection and

localization, and precise maneuvering control for docking,

The Naval Postgraduate School (NPS) has been actively involved in autonomous

underwater vehicle reseai-ch for a number of years. Recently the NPS Center for AUV

Research was established to explore concepts in the design and control of AUVs. As they

iare developed, concepts are implemented on the Phoenix AUV, a 236 centimeter long, •

neutrally buoyant vehicle weighing approximately 200 kilograms. Research goals include

proving the feasibility of AUV use in shallow water mine countermeasure (MCM)

operations by implementation of a working proof-of-concept system and furthering the •

state of the art in the field of AUVs in general. Specific research areas have included AUV

control, navigation, software architecture and mis.;ion planning.

The Phoenix AUV (Figure 1) is controlled by two on-board computers connected 0

via a local-area network (LAN). This LAN can be operated independently or can be

connected to other networks for real-time mouitoring of mission progress. Vehicle

physical control is implemented using two lateral thrusters, two vertical thrusters, two aft

propellers, and eight control planes.

,Until recctly in-water testing of Phoetnx h1adb bUCH imiiited to the Center's 7.5 meter

by 7.5 meter by 2.5 meter test tank and the sub-Olympic size NPS pool. Salt water testing

began in January 1996 at Moss Landing, California. Future testing will be conducted at all

three sites and preparations are in progress for open-water testing in Monterey Bay.



V j.
S1
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Figure. I: The Phoenix Autonomous Underwater" Vehicle [Brutzman 96].
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B. MOTIVATION

Counter-mine warfare has recently become an important issue in the eyes of the

Navy's senior leadership [Boorda 95]. Joint doctrinal changes, especially the introduction

of littoral warfar- is a primary mission area, have pushed MCM operations to the forefront.

Mines have many characteristics that make them attractive to coastal nations that might be

the focus of littoral warfare. Mines awe inexpensive, readily available, easy to use, difficult

to detect and disable, and have proven very effective against naval and amphibious

operations. Tha inadequacy of current United States MCM capabilities is an ply

documented [Cheney 92].

The inherently covert nature of AUVs makes them an appealing platform for

shallow-water MCM operations. A small AUJV launched and recovered covertly might be

capable of mapping or neutralizing a mhine field without being detected. This ought to be
true even if the mine field is actively monitored by hostile forces. * t

C. PROBLEM DESCRIPTION

Since a small AUV will inevitably have a limited power supply, it will need to be

launched and recovered close to its operating area. While this constraint does not pose a

significant problem in civilian AUV applications, the need for coveruiess may preclude

launching the AUV from aircraft or ships for mijitary missions such as MCM operations.

The obvious solution is to use submarines to launch and recover AUVs. Of specific interest

therefore is the launch and recovery of AUVs using a submarine's torpedo tubes.

I.Aunch of An AtTV fonm a tormne thbe is J •;imnlt. matter since launching is, what

torpedo tubes are designed for. Recovery is much more complex and is not a declared

capability of any submarine. Recovery of an AUV via submarine torpedo tube can be



broken down into three subproblems: torpedo tube location and classification, recovery

path planning, and physical contlol of the AUV maneuvering along the recovery path.

Torpedo tube localization and classification involves using the AUV position, the

tube's expected position, and active sonar (or some other means) to precisely locate the

AUV relative to the torpedo tube. [Murphy 96] uses the term extoprioception to describe

this type of localization which involves the position of the vehicle relative to objects in the

operating environmemt. This is in contrast to exteroception, which is the localization of

objects in the environment relative to the AUV. The precise nature of the motion required

for torpedo tube recovery dictates that estimates of AUV/tube relative positioning be

continually refined while the recovery is in progress in order to ensure the AtJV is safely

maneuvering using the most accurate infornation possible.

Once the tube has been located and classified, a safe path into the tube must be

determined. The AUV will attempt to travel along this path during the recovery. A smooth

path must therefore be planned from the location of the AUV at the beginning of the

evolution to its desired location at the end. This path may need to be periodically replanned

as the position of the tube relative to the AUV is refined and updated.

The final aspect of torpedo tube recovery involves accurate movement of the AUV

to a series of desired positions and orientations relative to the torpedo tube. Once the tube

has been identified and a path planned, the AUV must be capable of accurately following

the commanded path. Motion control must be robust, even in the presence of uniform or

* 4variable ocean currents.

D. THESIS GOALS

A large amount of research has been directed at executing MCM missions with the

Phoenix AUV, but recovery problems have not yet been addressed in any depth. The

primary goal of this thesis is to begin adapting the software architecture of the Phoenix

44
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AUV to enable torpedo tube recovery. Specifically, developments to the Phoenix software

will enable reliable recovery in a simulated torpedo tube in the Underwater Virtual World (j

(UVW) [Brutzman 94]. UVW results are verified by in-water experiments to the greatest

extent possible. Issues to be dealt with include global positioning of the recovery torpedo

tube, recovery path planning, and local AUV po.;itioning using active sonar and a

mathematical model during recovery.

E. THESIS ORGANIZATION

The Rational Behavior Model (RBM) is a three layer software architecture designed

to emulate the command structure of a nminned submarine [Byrnes 961. It is within the

context of this architecture that this thesis is organized. This chapter is devoted to the

motivation, problem discussion and goals for this project. Chapter 11 discusses previous •

work in the area of AUV recovery and related work conducted on the Phoenix AUV in

particular. Chapter I1 discusses the core problems addressed by this work, the general

research technique used in this project and the design of experiments. Chapters IV, V, and * *
VI discuss implementation of features of this project at the three layers of the RBM.

Specifically, Chapter IV discusses ioplementation at the lowest layer (execution level).

Chapter V discusses implementation at the middle layer (tactical level). Chapter Vi 4

discusses implementation of the top layer (strategic level) and the off-line automatic

mission generation expert system. Chapter VII focuses on the conduct and results of

experiments. Conclusions and recommendations for future work are presented in Chapter •

Vill.

Three appendices are also included in this thesis. Appendix A provides instructions

r'm obtaining on-line resources. Appendix B provides a listing cf the available commands •

in the execution level command language desciit, d in Chapter IV and in I Brutzman 941.

--- ----------- e ----------...... . .. . e.... . . . .- -e -



Appendix C provides instrvctions on fiw use of the mission planning expert system

described in Chapter VI.

Source code for all software developed during ;":e conduct of this research is

available as part of an on-line software teference, tnstructions for obtaih.img this and other

on-line resources are provided in Appendix A. Addivi 'nally, source code is published in

[Davis 96]. 0
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II. RELATED WORK

A. INTRODUCTION

There are several potential AUV applications in addition to MCM that are being

explored by various organizations around the world. Environmental monitoring.

oceanographic research and maintenance/monitoring of underwater structures are just a 0

few examples. AUV's are attractive in these areas for a number of reasons. Because of

their size and their nonreliance on human operators, they are potentially less expensive to

purchase and operate than manned or remotely operated underwater vehicles. AUV's •

might be deployed in larger numbers, for longer periods and on shorter notice [Smith 94,

Bellingham 94]. While remotely operated vehicles (ROV's) partially share these

advantages, the requirement of a physical connection between the ROV and a host platform 0

or ship limits the ROV's operating range and the required tether can be easily fouled. The

latter problem can be particularly limiting in restricted environments such as kelp forests

or under ice [Bellingham 94]. Given the potential applications and advantages of AUV's, 0 •

it is no wonder that military, academic and commercial organizations around the world are

conducting research using these vehicles.

This chapter is divided into two major parts. The first covers research efforts of

other organizations that have been directed towards the recovery of AUVs. This section is

by no means a complete survey of world-wide AUV research. For a broader overview of

this subject, the reader is advised refer to [UIJUST 95, AUV 961. The second section of this !

chapter describes related research conducted on Phoenix. In this latter section emphasis is

given to the overall control architecture of Phoenix and the use of sonar for local-area

navigation.

7* *1
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B. RECOVERY OF AUTONOMOUS UNDERWATER VEHICLES

1. Massachusetts Institute of Technology (MIT)

Odyssey II (Figure 2) is a robot developed by the Massachusetts Institute of

Technology (MIT) Sea Grant College Program. Odyssey IH was built for the conduct of two

specific scientific missions: under-ice mapping and rapid response to volcanic events at

mid-ocean ridges. Odyssey H is 215 centimeters in length, 59 centimeters diameter and

displaces 140 kilograms. Major design goals were to Liinimize drag, power requirements

aad size while maximizing hull strength and endurance. These sometimes contradictory

goals were necessary to support long missions under extreme environmental conditions.

fBellingham 941 I0

Figure 2: The Odyvssey HI AUV [MIT Home Page 961. "

Physical control of Odyssey H is via a single aft-mounted thruster and four control

planes mounted on the aft portion of the fuselage. The absence of latcal and vertical



thrusters means that Odyssey II must maintain forward motion in order to maneuver.

01 Minimum maneuvering speed is approximately 0.5 meters per second and turn radius is
S

approximately five meters [Bellingham 94]. Programmed vehicle behaviors must take

these maneuvering characteristics into account.

Odyssey II uses three fixed sonars for obstacle detection/avoidance and an altitude

sonar that can be oriented vertically to maintain altitude from the sea floor or overhead ice.

A low-frequency hyperbolic long-baseline acoustic system is used for vehicle navigation

during the conduct of a mission [Bellingham 92]. Mission sensors include various

oceanographic instruments, a still camera and a video recorder. The primary on-board

computer is a 40MHz 68030 operating under the OS-9 real-time operating system. This

computer is connected to several microcontrollers that are responsible for control of some

of the vehicle's subsystems. [Bellingham 94]

Logical control of Odyssey II uses a lavered software system. The primary building

block of the system is referred to as a behavior. An individual behavior is responsible for

a specific type of action. Examples of behavior types include homing, collision detection,

survey with navigation, and race track. The current values and prioriti :, of all active

behaviors as well as tie sensor data is maintained in a vehicle state structure. This structure

is evaliated by the dynamic controller which actually commands the vehicle'- physical

actuators. [Bellingham 941

Recovery of Odyssey II relics on homing and uses a commercially available ultra-

short baseline (USBL) acoustic system as a beacon. The horning behavior uses range and

bearing updates from the UBSL system to guide OeJvssu)y H into a capture net. The system

has been successfully tested in under-ice onerations with the vehicle typically returning to

within 30 cm of the homing beacon [Bellingham 941. While navigational accuracy of 30

cni is not sufficient to control an ertire torpedo-tube recovery, a system such as this may

be ideal for th- near-held or close-proximity navigation portion of the recovery. An



acoustic navigation system providing accuracy to less than one meter might be used to,

position the AUV relative to the recovery tube, so that on-board AUV sensors can acquire/

classify the recovery tube and control the final portions of the recovery.

2. Florida Atlantic University

a. Ocean Voyager H

Ocean Voyager II, shown in Figure 3, is the result of a joint research effort

conducted by the Ocean Engineering Department of Florida Atlantic University (FAU) and

the Marine Scieace Department of the University of South Florida. Ocean Voyager 1H is an

AUV similar in size and structure to Odyssey II and is intended for coastal oceanographic

research. The vehicle is 240 centimeters long and displaces approximately 250 kilograms.

Maximurn speed is 1.54 meters per second and endurance is approximately eight hours.

[Smith 941

4 •

Figure 3: The Ocean Voyager II AIJV [FAU 96].

Like Odyssey I1, Ocean Voy,•ger II uses a single aft mounted thruster and

four control planes mounted on the aft pori ion of the fuselage. Again, this control

arrangement requires Ocean Voyager II to maintain foi ward speed to maintain posture
IO
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control. This constraint is not a problem given the type of mission for which the vehicle is

intended. While Odyssey II is designed for deep-water operations, the missions for which

O cean Voyager II is intended requite the vehicle to cruise in a regular pattern at a fixed

altitude above the bottom [White 96, Smith 94]. Specific missions include monitoring sea

grass, monitoring macro-algae beds and evaluating the effects of storm-front passage

[Smith 94].

While the missions for which Ocean Voyager II is designed are fairly

specific in nature, each mission requires different sensor packages. The sensor payload is

contained immediately aft of the AUV's nose cone and is designed to be modular in nature.

This modularity allows for fairly simple but specialized sensor packages installed for each

mission [White 96].

Logical control of Ocean Voyager IH is implemented by a fuzzy rule-based

algorithm. The control algorithm is similar to that of Odyssey II except that instead of

behaviors, Ocean Voyager 11 control modes use the results of fuzzy rules to compute

control commands and confidence levels. The outpi t of each mode is evaluated by the

fuzzy weighted decision arbiter which determines the actual control outputs. Abort and

avoid modes provide for vehicle safety. Track, stable and no-operation modes provide for

data collection during normal operation. Additional modes for waypoint navigation,

dlocking or other behaviors are possible but have not yet been tested. [Smith 96]

b. Recovery of Ocean Voyager II

Significant simulation-based research in the area of AUV recovery has been

conducted using Ocean Voyageril. ihi Rae 92, Rae 93]1 the possibility of us-Itg fuizzy logic

to control recovely by a submarine was explored, while [White 961 documents more recent

research into using the same general procedure to control docking with a fixed structure.

9 .



The fuzzy docking algorithm uses a "virtual funnel" to control the AUV 4
towards the goal. The virtual funnel is represented by fuzzy rules that define desired'

motion for the AUV given its current position. As long as the vehicle remains inside the

region defined by the virtual funnel, it will proceed towards the docking target. If the AUV

wanders outside the funnel, it will be vectored towards a new starting position and will

begin again. The size and shape of the docking funnel are determined by vehicle

characteristics and the external environment. A strength of the fuzzy docking algorithm is

that obstacle avoidance is an integral consideration. A flow chart representation of the

fuzzy docking algorithm is depicted in Figure 4. [Rae 92, Rae 93, White 96]

Stanr0
Approach Target

nnel? ackou

Ycs

4 -_- Reached Dock6

Figure 4: FuzzyDocking Algnrithm [Smith 96].

a [Rae 92, Rae 93] assume that the AUV has accurate relative position 0

information for itself and the dock throughout the docking procedure. While this

assumption precluded immediate implementation in the vehicle, tests documented in these

12
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papers indicated that the algorithm was valid so long as accurate navigational data was

obtained. Specifically [Rae 92] documents simulation results of fuzzy docking algorithm

use to dock with a stationary submarine. [Rae 93] expands on this work by simulating the

use of the algorithm to dock with a moving submarine and also attempts to model suction

forces and wake turbulence created by a moving submarine. (White 96] documents

simulation results that indicate that if a boundary area is included in the virtual funnel to

account for navigational inaccuracy as depicted in Figure 5, the algorithm is still valid.

Simulation results documented in [White 96] were based on expected navigational
0

accuracy using the DivetrackerTM system, An interesting additional result was that the

navigational accuracy of the DivetrackerTM system may be sufficient to control the entire

docking maneuver.

3. Shenyang Research and Development Centre of Robotics

The Shenyang Research and Development Centre of Robotics is a research

organization in the People's Republic of China. The AUV being developed by this group *

is named Explorer. While Explorer is similar to the Odyssey II and Ocean Voyager 11 in

operating capabilities and characteristics, it is interesting and relevant in this context

because of its recovery device. Although Explorer is operated from a surface ship, launch 0

and recovery takes place underwater.

Four options were considered for Explorer's launch and recovery system: recovery

in the center well of a support ship, recovery using a submarine, recovery using a semi- 0

submersible platform, and recovery using a submersible platform. The final system uses a
submr lowered by a crane on•ti..... ,up-t h;,. The decision to use an... "- ...... ;-' cage that ir low re o., "• .... Vv . ... v--) • '

underwater launch and recovery procedure was based on two factors: the difficulty of a 0

surface recovery in high sea states and Explorer's relatively poor navigational capabilities

on the surface. [Ditang 92]

1
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Figure 5: Virtual Docking Funnel for the Fuzzy Docking Algorithm [Smith 96].
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The launcher itself is a cage-like structure that is lowered by crane to a depth of 30

to 50 meters. The launcher has two locking arms for securing the AUV when it is in the

launcher, a television camera for monitoring of the recovery and two vertical thrusters

which are used to maintain the launcher at the specified depth. Explorer uses an ultrashort

baseline (USBL) navigation system and an on-board video camera to navigate during the

recovery process. A drawing of the launcher configuration is depicted in Figure 6.

[Ditang 92]
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C Figure 6: The Explorer AUV Launcher (units are mm) [Ditang 92]. 5

The Explorer recovery process consist!; of five steps. First the launcher is lowered

to the appropriate depth. Once lowered to the 9pecified depth, the launcher thrusters

automatically maintain the launcher's depth so that motion control by the ship-board

operator is not required. Next Explorer uses the USBL system to navigate to a position in

front of the launcher. Once within visual range, the on-board video camera is used to

identify reference points on the launcher and provide precise relative position information

duri tg the final phase of the recovery. The launcher operator uses the launcher's camera

to determine when the AUV is in the final recovery position. Once the AUJV is in place the

15
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locking arms are closed, and both launcher and AUV can be raised into the ship. A

depiction of an Explorer recovery using the launcher can be seen in Figure 7. [Ditang 921
0

CONTROL SiATION

I'"
0

!UM.•M-ICAt WINCH CIc•AE

..- -.-- K UMJRLICAL

I.AUN(,WIIFR

vFri iiCU

Figure 7: An Explorer AINV Recovery [Ditang 921.

While recovery of an AUV in this fashion is a far cry from recovery within a

torpedo tube, it is noteworthy in two respects. First, this system requires close coordination

between the recovering ship and the AIJV. If the lauicher is not at the appropriate depth

or location, or if the locking arms are not operated properly, the recovery will not be

successful. This coordination between the AUV and its recovery vehicle is a basic

assumption upon which successful recovery is based and is discussed in more detail in

IGwin 921 and [Chapuis 96]. Second, Explorer uses multiple navigation techniques during

16



different phases of the recovery. The on-board television camera provides accurate local

navigation during the final phase of the recovery, but video is of no us;e in locating the

launcher from a distance of more than a few feet. The USBL navigation system allows

Explorer- to get close to the launcher, but does not provide enough precision to actually

enter the launcher.

The recovery procedure being considered for Phoenix is similar, using the

DivetrackerTM system to navigate to a position from which the recovery tube can be

acquired and identified using the two on-board sonar systems. The Phoenix sonars are then

used for precision maneuvering into the tube using techniques described in [Healcy 94] and

[Marco 96a].

4. Centre Technique Des Systernes Navals (CTSN)

As part of a larger feasibility stud)y on the design of recoverable unmanned

underwater vehicles (UUV's), the Centre Technique Des Systernes Navals (CTSN),

located in Toulon Franc,,-. has attempted to identify functions upon which UJUV launch and * *
recovery from submarines rely and the environmental factors affecting each of these

functions [Chapuis 961. For the most part the functions and environmental factors

identified are relevant to the launch ana recovery of both AUV's and ROWs. Functions

a,e divided into two types: main functions and constraint functions. Main tunctions are

those functions that directly accomplish high level goals. Constraint functions are those

that facilitate the successful completion of main functions or are inherent suhfunctions of

a main function.

For UUV recovery, one main function and six constraint functions were identified.

These fuihctions and the factors effccting them are shown in ''ble 1. The main function is

simply the transition of the I IUV from the open sea into the submarine. Constraint

functions include communication with the submarine, entry into the recovery system,

17
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straight navigation despite swell and waves, adapting to depth effects such as pressure and 4
light level, obstacle avoidance, and resistance to the marine environment. By performing

this assessment process repeatedly, the problem requirements of torpedo-tube docking with

a submarine are fully splecified. [Chapuis 961

Function Criteria

Transition froim open sea into vehicle speed
submar ine vehicle Path

Communicate with submarine Communication system type •

attenuation

intensity

trequency hand

range 4

Enter recovery system vehicle path

vehicle speed

vehicle size
recovvery device size

rec(v,.N;fy device sensors

Navigate straight in the pres ,vave significant height
ence of waves and current Wave perioxl

wave directiorn
current speed •

current direction

Adapt tv depth effects

temperature

Avoid obstaclcs obstacle density S E

obstacle sptcd
obstacle direction

distan~ce obstacle/vehicle

Resist the marine environment acidity S

T'able I. UUV Recovery Functiotns. Underlined criteria are considcred dominant. After
[Chapuis 961
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5. Institute for Systems and Robotics, Instituto Superior Tecnico

Still another AUV research project is being conducted by the Institute for Systems

and Robotics Instituto Superior Tecnico (1ST) of Lisbon, Portugal. The research vehicle of

this organization is named Marius. However this research is relevant in the context of this

thesis (specifically Chapter VI) because of the mission control/planning features rather than

the vehicle itself.

High level mission control of Marius uses a mathematical structure called a Petri

net [Cassanm as 93, Peterson 8 11. A Petri net is a type of graph consisting of transitions,

places and arcs. When used for AUV mission control, transitions correspond to actions to

be undertaken by the vehicle, places correspond to preconditions for execution of a

transition or results of transition execution, and arcs are used to connect transitions to the

appropriate precondition and postcondition places, A token is used to mark all places

whose conditions are satisfied. Wthen all of a transition's precondition places contain

tokens, the transition is enabled. Since multiple transitions may be enabled at the same

time, Petri nets are well suited to representing parallelism in a system.

The COR.A\L development environment has been developed by IST as the interface

For generating missions. This system uses a graphical interface to define the Petri net

representing a mission, and assign specific tasks to the transitions. A CORAL Engine has

also bken developed to accept and execute Petri net descriptions. Details of the CORAL

system can be found in [Oliveira 901.

Recent resca rch has been conducted to use the CORAL system for defining and

executing inissioeis with other AUVs. Towards this end, a mission was successfully

executed by the Phoenix AI JV uisinm CORA L without making uanv mrdificnatito to Phoenix

software II lealcy 96]. The results of this research are an indication of the general

e(lUi valence of several AUV multiple-level mission control strategies.

* c)
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C. THE PHOENIX AUTONOMOUS UNDERWATER VEHICLE

1. Hardware Configuration

The Phoenix AUV is 235 centimeters in length, 41 centimeters in width, 25

centimeters in height and displaces 198 kilograms [jieonhardt 96]. The main body, which

houses PhoenW electronic and power equipment, is constructed of aluminum and is

designed to be water tight to eight meter depth. The free-flood nose cone is constructed of

fiberglass and houses the vehicle's sonars, depth sensor and waterspeed probe. Physical

control cf Phoenix is via two aft thiusters, two lateral cross-body thrusters, two vertical

cross-body thrusters, and eight control planes. The rectangular hull form and large number

of propulsion effectors ýire intended to facilitate precise position and orientation control

whether the vehicle is hovering or transiting. The external layout of Phoenix is depicted in

Figure 8.

* .
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Figure 8: Phoenix E:,xternal Configuration [Lconhardt 961.
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Phoenix is controlled by two on-board computers. The vehicle's actuators and

sensors are monitored and controlled by processes running on a 30 MHz Gespac 68030

computer under the OS-9 real-time operating system. Higher-level mission control, data

collection and planning are handled by processes running on a Sun Voyager workstation

under the Unix operating system. The two computers are connected by an on-board

Ethernet local-area network (LAN). The vehicle also has an external Ethemet connector

which can be used to communicate with the on-board computers from an external network.

This external connection is primarily used for mission loading and data retrieval and is

simply terminated during untethered missions.

Phoenix' primary navigational equipment consists of a differential Global

Positioning System (GPS) receiver and a DivetrackerTM short baseline acoustic tracking

system. Phoenix' use of these systems is covered in detail in [McClarin 96] and

[Scrivener96]. In addition, Phoenix has a turbine flow-meter probe for water speed

measurement, a depth cell, pitch, roll and yaw rate gyros, and heading and vertical gyros. • .
Phoenix has three sonars: a PSA900 altimeter sonar, an ST 1000 mechanically

steered sonar and an ST725 mechanically steered sonar. The PSA900 and ST 1000 sonars

are controlled from the GESPAC computer while the ST725 i,; controlled by the Sun

Voyager. The STI1000 has a one-degree conical beam and a 360-degree sweep [Tritech

International Ltd. 92a]. The ST725 also has a .360-degree sweep, with a horizontal width

of 2.5 degrees and a vertical width of 28 degrees [Tritech International Ltd. 92b].
S

Other on-board equipment includes two leak detectors, two lead -acid-gel batteries

capable of providing approximately two hours of power for the vehicle's computers and

motors, and hydrogen absorbers located throughout the vehicle. The internal layout of

Phoenix is depicted in Figure 9.
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(execution level) [Marco 96b]. In addition to direction of the execution level, the tactical

level is responsible for navigation, obstacle detection/classification, obstacle avoidance,

path planning, and system monitoring [Leonhardt 96]. The responsibilities of the tactical

level are analogous to those ol the officer watch team on a manned ship. The execution

level is resoronsible for interfacing with the vehicle's hardware to produce desired physical

responses. This layer corresponds to the watch-standers on a manned ship. In Phoenix

implementation of RBM the strategic and tactical levels run on the Sun Voyager while the

execution level runs on the Gespac computer. Communication between tfe tactical and

execution levels is via BSD Unix sockets while communication between processes at the

tactical level is via Unix pipes [Leonhardt 96].

RBM Emphasis Manned

Level Submarine

A Mission Commanding
Logic Officer

TaVfical Vehicle Officer of the

Behaviors Deck/Watch
Officcr•

EHardware 

0

SControl W atcl-m t ndern

Figure 10 The Rational Behavior Model Software Architecture [Holden 95].

b. Strategic Level

An RBM strategic-level mission is structured as a deterministic finite

automata (l)FA), sometimes referred to as a finite state machine [llopcroft 79J. Each high-
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level mission goal (or phase) represents a node (or state) in the DFA. Transitions within

the DFA occur whenever a phase succeeds or fails. Upon phase completion or failure,
0

subsequent phases to execute are specified by the transitions of the DFA. Thus each node

has two exit transitions: one for successful phase completion and one for phase failure. On

first consideration, limiting each node of the DFA to exactly two exit transitions might

seem to restrict the versatility of the RBM strategic level. However any DFA of arbitrary

complexity can be restructured as a logically equivalent binary DFA because any decision

tree can be restructured into an equivalent binary decision tree [Rowe 88]. Thus this

restriction on the DFA structure in no way limits the versatility of the strategic level. A

graphical representation of an RBM strategic-level DFA for a simple search mission is

shown in Figure 1I. Implementation of the strategic level as a structured DFA provides a
0

flexible means of describing and sequencing sophisticated missions.

In order to execute a mission, the strategic level requires three software

components. The first part is a DFA specification of the mission. The second part is a

mission controller that will control transitions through the DFA and initiate the appropriate

phases at the appropriate times. The final part is a set of primitive strategic-level goals that

provide the syntax and semantics of a command language from the strategic to the tactical

level. These goals are implemented as messages to the tactical level.

The set of available messages to the tactical level constitute what amounts

.o a tactical-level command language. Commands are used to tell the tactical level to start

timers, specify hover points and waypoints, conduct searches and to perform other high--

level operations that make up the strategic level's primitive goal set.
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Figure I1: A Simple RBM Strategic Level Search Mission.

25

- a



4- 4

A final noteworthy aspect of the RBM strategic level is the absence of

mathematical computation. The RBM architectural structure permits arithmetic

computations to be performed only in the lower two RBM layers. In fact the strategic level 0

as initially proposed in [Byrnes 93] further required that numerical data be confined

entirely to the lower levels of the RBM. It has subsequently been found desirable to permit

numerical data at the strategic level as part of the high-level goal specifications [Leonhardt S

96], although this level remains concerned only with initiating phases and waiting for

successful completion or failure, This example alludes to a larger issue that must

constantly be dealt with: what facilities need to be placed at what layers of a multi-layer

software architecture'? In this instance., the final decision was based more on how the data

was being used than what type of data it was.

c. Tactical Level

On Phoenix several concurrent processes are used to implement the tactical

level. These processes consist of the officer of the 0leck (OOD) module, the sonar module,

4 the navigator module ard the rcplanner module [Leonhardt 96]. Future plans include the

implementation of an engineer module that will be responsible for monitoring and

troubleshooting vehicle systems and detecting system failures and degradations.

4 The OOD module receives commands from the strategic level and state

information from the execution level. The OOD u :es this information to direct the other

tactical level modules and the execution level [Leonhardt 96]. Additionally, the OOD

• module determines when individual phases have completed or failed and responds

accordingly to strategic level queries concerning the status of the current phase. OOD

respons's to strategic level queries are always binary in nature and indicate a yes or no

4 response [Byrnes 96]. More detailed information concerning the implementation of the

OOD module can be found in [Leonhardt 961.
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The sonar module is responsible for controlling the ST725 sonar and

interpreting the sonar's data. During most operations the sonar is swept back and forth

directly in front of the AUV in order to find and classify objects in Phoenix' path, but it can

also be used to conduct a 360 degree search from a hover [Campbell 96]. The sonar module

uses parametric linear regression to construct line segments from sonar returns and a rule

based expert system to connect line segments into polygons. This sonar return

classification process is described in detail in [Brutzman 92] and [Campbell 96].

The navigator module is responsible for maintaining accurate current
0

position information. A Kalman filter is used to combine GPS, differential GPS,

DivetrackerTM and dead reckoning data to compute Phoenix' position. Implementation

details of the navigator module can be found in [McClarin 96].

The replanner is responsible for planning safe paths around obstacles

detected by the sonar module. Replanner implementation is covered in delail in

[Leonhardt 96]. *

d. Execution Level

The execution level is implemented as a single closed-loop process. Each

loop iteration consists of three phases: sense, decide and act. The execution level process 0

reads sensors and computes values for parnimeters that do not have a dedicated sensor

during the sense portion of the loop. The execution level process then uses this information

to deternine what control inputs are necessary to achieve the most recent tactical level 0

command. Finally appropriate commands are sent to each control actuator. [Bums 961

In addition the execution level forwards a copy of the updated state vector

to the tactical level and checks for a new command from the tactical level each time through 0

the closed loop. The complete set of tactical level commands also constitutes a command

language I Brutzrnan 961. Each command consists of a keyword followed by a number of
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parameters. Execution-level commands are available for explicitly setting control

actuators, setting control modes and updating state information such as position and ocean
0

current that is maintained at the execution level. The most recent command determines

what control mode the AUV will use. Available control modes include hover control,

waypoint control, lateral control, rotate control and a few others. A subset of the available

commands is shown in Figure 12, with a complete listing included in Appendix B.

A final responsibility of the execution level is the initiation of a reflexive

mission abort under certain circumstances [Bums 96]. A mission wilt be aborted if any of

the following occurs: leak detected, low battery, imminent collision or loss of primary

navigation system. In the event of an automatic abort, the AUV will surface as quickly as

possible using thrusters and planes. Upon reaching the surface, the mission will teormiate.

3. Precision Maneuvering using Sonar

Recognizing that accurate positioning relative to objects in the AUV's environment

is at times more important than accurate global navigation, research into using Phoenix' * *
sonars for navigational purposes was begun shortly after the project's inception. Early

"Thrts focused on tactical and execution level coordination and command sequencing in

order to facilitate navigational use of the sonar and on implementing primitive behaviors

for control and use of vehicle sonars.
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0

WAIT # Wait/run for # seconds ()
0I 0

RPM # [##] Prop ordered rpm values

COURSE # Set new ordered course

TURN # Change ordered course # 0

RUDDER # Force rudder to # degrees

DEPTH # Set new ordered depth

0
PLANES # Force planes to # degrees

ROTATE # Open loop rot'1te control

NOROTATE Disable open loop rotate

LATERAL # Open loop lateral control

POSTURE #a #b #c #d #c #f
(x, y, z, phi, theta, psi) 0

POSITION # ## [###] Reset dead reckon
i.e. n: vigation fix

ORIENTATION # ## ### (phi, theta, psi)

WAYPOINT #X #Y [#Z]

HOVER [#X #Y] [#Z] [#orientationl
[#standoff-distance]

-1 0
GPS-FIX Proceed to shallow depth

take GPS fix

GPS-FIX-COMPLETE Surface GPS fix complete

TRACE Verbose print statements S

Figure 12: Sample Execution Level Commands [Brutzman 941.
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Early results were published in [Healey 94]. The first significant result of this

research was the implementation of vehicle behaviors that used the newly installed lateral

and vertical thrusters to obtain hover-like control. These behaviors included heading

control, depth and pitch control, lateral speed control and lateral position control.

Behaviors were also implemented for use of the sonars and included center sonar, ping and

get sonar range, step sonar (without pinging) and initiate or reset the sonar data filters. The

philosophy used during this research was to accurately implement functionality at the

execution level before attempting to use these behaviors at the highei RBM levels

[Healey 941.

Once accurately implemented, these behaviors were used to achieve bottom-

following and wall-following behaviors. These behaviors were implemented using simple

proportional derivative (PD) control laws for thruster values. Command sequencing and

timing were also addressed at this stage. For example, it is futile to command the AUV to

maintain a distance from a wall if the sonar is not directed towards the wall. It is therefore

the responsibility of the tactical level to sequence commands to the execution level

appropriately. [Healey 941

Recently a more iobust method of AUV positioning relative to an object has been

developed. This method, documented in [Marco 96a], uses the ST 1000 to locate the target

and uses a mathematical model to navigate to the commanded location relative to the

object.

The position of the object, in this case a 0.5 meter diameter cylinder, is determined

by continually sweeping the ST1000 through a sector centered on the expected bearing of

the object. 'The sector size was 70 degrees and angular resolution of the sonar was 1.8

degrees. Sonar returns are connected into segments which are examined to detwrmine

which segments represent the cylinder. Simple rules based on the cylinder's size, shape

and location are used to determine which segments comprise the cylinder. Once the
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cylinder is identified, the !ocation of the vehicle in a navigation frame attached to thm

cylinder with axes aligned North (x) and East (y) can be comptted. *

Since the target position update is much slower than the ten hertz control loop, a

simplified mathematical model for hydrodynamic response i.i used to navigate towards the

desired relative position between updates. The model includes drag, added mass and steady

state surge, It is assumed that the estimated position of the target based on sonar returns is

accurate while the mathematical model is inaccurate. Therefore tile current model estimate

is reset whenever the sonar updates the target position. Results reported in [Marco 96a]

indicate that this methodology works well despite known inaccuracies in the mathematical

model.

D. SUMMARY

Given the wide array of potential uses and advantages for AUVs, it is no surprise

that research is being conducted by numerous organizations worldwide. There are however

many issues that remain to be resolved. One of these is AUV recovery. Several * *
organizations have begun work on different recovery techniques, and there are a number of

systems in various research stages. Various aspects of these systems may prove helpful in

solving the problem of covert launch and recovery of AUVs from submarines. 0

Research conducted using Phoenix in the area of precision maneuvering using sonar

may prove helpful as well. The technique of combining sonar feature extraction and

model-based control in particular forms the basis of a significant portion of the research 0

detailed in the following chapters.
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111. RE SEARCH METrHOI)OLOGY

A. INTRODUCTION

TIhis chapter is intended as ant over-view of the tools and methodology used during A

this researchI. T'his discussion is broken into three sections. Section 13 covers the

Underwater Virtual World (UVW), a three-dimensional (3D) graphical simulation that

supp)orts realistic and coni1preheonsive testing of an AIJV in the laboratory. Section B3 also

examines specific of the UVW and the enhancements that were made to supp~o-t this

research. Section C7 covers implenh'ntation and testing tising the I IVW. Section 1) cOvei~s

validation of vehicle software in the real world.

B. UANDERWATER VIRTU AL WORLD (IJVW)

1. Overview

Implementation and testing of AUV software in the real world is inhlerently difficult

for a number of reasons. Logistical requirciements, vehicle maintenance and limited power 0 *
Supp~lies all lim1it the amouint of in-water testing that is possible cveni under optimial

circumstances. Additionally, the remnotecy enironmnent in which AU Vs operate precludes

m u time mionitorinig and can make diata evaluation after the fact difficult at best. Finally 4

the unpredictability of the marine ceyvironmenit may make it difficult or Impossible. to

Conduct tests Within des'ired environmental parameters. The I JVW is meant to address all

of thetseissules. Il~y providiiing ia meas ot conipreilienisively anidacc:uraitely testlingthieA U V9

in thev laboratory. the UVW allows the inmplementation anrd testinlg of vehIic soft'ware-

under conditions such as oce~an cuiruiti, esiitdait xaniievring and (iepths that ar-

iliupractica I or impossible to dul-1l icate in) real -world testinlg. IlBrutzman 9J4, I rutzmain 951 0

The UiVW is organized in two fairly distinct pieces: the dynamics module and the

viewer. The dynamiics module i, presents the virtual world in which the AUJV is operating.



Included in the dynamics module are vehicle hydrodynamics and simulated sensor

response, During the sense portion of the control loop, the vehicle's execution-level I)
0

software relays a copy of the state vector from the previous loop to the dynamics module.

The state vector includes values for all salient vehicle characteristics including posture,

velocities, accelerations, and control and sensor settings. The dynamics module applies the

vehicle's hydrodynamics formulas, calculates the sensor readings, and returns an updated

state vector to the execution level. This relay of state vectors between the dynamics module

and the execution level takes the place of physical sensor readings and actuator response

by the execution level in the real world. [Brutzman 941

The second portion of the IJVW, the viewer, provides real-time interactive 3D

graphics visualization of the AUV during test runs in the UVW. Control settings (planes,
*

propellers and thrusters) and sonar are represented graphically allowing intuitive

qualitative analysis of vehicle performance. Since the ALJV relies only upon its sensors,

visualization is of little importance to the ve, hiclc itself. It is, however, extremely useful to
* 0

human operators Lo be able to see how the AUV is performing without having to analyze

large amounts of data. The diagnostic value of this tool has been proven on an almost daily

basis. I lrntzman 94, Brntzman 951

The viewer is written using the Open Inentor graphics package I Wernecke 941.

Based on the Open (;& graphics libraiy, Open Inventor provides an object-oriented

extension to the C++ programming language for scene description and manipulation. A

scene is represented as a graph. A node in the graph represents some piece of information

about the scene such as an object, a location, a material or a scaling factor. When an action

(such as render) is applied to the scene graph, the graph is traversed in a depth-first fashion

(dcscribed in [Wernecke 941 and the actiou is applied to each node in turn. Figure 13 shows

the Open Inventor scene graph used to icpresent Phoenix. A rendered dcpictiol 01 a scene

graph IIoii the IJVW is shown ;n Iigure 14.
0
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Figure 13: UVW Viewer Scene Graph Representation of PhoenaiA lBrutznian 941.

Figuare 14: Visuatization in the UVW.
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A second feature of Openinventoris its scene description language [Wernecke 941.

"The scene riescription provides a means of representing scene graphs using readable text.

CObjects defined using the scene description language and stored in files can be loaded into

tilt scene graph le t Jrne. Similarly, any portion of the scene graph can be written to a

Sfi2 at Fnm-tune for later use or analysis. The ability to read and write portions of the scene

,aiý in- tinie is eslTc:cally useful in the UVW since it allows arbitrary objects to be

lcadcd into ,he .;-cnc c.,api for different missions.

2. So•,.e• r�n�,• .••�,and Visualization

a. ...... r.r.

AT'he mo'tst siniiant limitation of the initial version of the UVW used

twrin.: ts tbsj; sos• asowin model. Until recently UVW sonar representation was

4. :....o limit.? to.v the. d 1,00 sc..)rd only to the 25 ft by 25 ft CAUVR test tank. This

4"e Aent..oI' . used a simpIified planar two-dimensional trigonometric model described in

41

". Bmtaman 9,!] toccu"-,la~te9 sonar returns based on a known AUV position within the tank.

othci objcts peat in th scene graph were riot represented in the sonar model. In order

to s•.qppot fl:,; and other research, a more general sonar model representing arbitrary

a tr-cets aod bold the ST1000 and the ST725 sonars Was needed.

.... .the solution produced for this thesis is to use facilities present in the Open

½ .•.'~ /i"WIwenlor package to simulate both sonars. One of the actions available in Open Inventor is

a r ,ay-pc•. action (SoRayPickAction) [Wemecke 941. To use the ray-pick action, the

S•taM.dg proint of the ray and its orientation are specified and the action is applied to the

SCO,.1 graph. After application, the ray-pick action returns the point (if any) where it first

inters:ectcd an object in the scene graph to which it was applied. If the origin of the ray

CorrM-sponds to the location of a sonar, and the orientation of the ray corresponds to i lie

cr icintatlon of the sonar, theii the distance from the origin of the ray to the first intersection
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with an object in the scene graph is analogous to the sonar range. Because of the short

C4) ranges involved (less than thirty meters), bending of the sonar beam is assumed to be

negligible [Brutzman 94]. Such an approximation usually remains valid at longer sonar

ranges (hundreds of meters) but depends on the sound speed profile of the environment

[Urick 83].

Since sensor modeling is handltd in the dynamics module, a copy of the 0

scene graph must loaded into this module in order to use the ray-pick action to compute

sonar ranges. While the dynamics module uses a copy of the scene graph, there is no need

for the dynamics module to render it. By maintaining a copy of the scene graph in the

dynamics module without rendering it. a general geometric sonar model has been

implemented without sacrificing real-time performance [Bnrtzman 96].

Because of the imperfect nature of sonar data an error model must also be 0

implemented in order to accur.at ly represent a sonar. In the absence of empirical sonar

error data on thc STI0(}) and ST725 sonars, a uniform error distribution has been

implemented where the user can specify the inaximurn amnount of error as a percent of the 0

range. The sonar range including error is computed for either sonar by the dynamics

module using the formula

RRay -error = r .(rand(2) -- )R ,,.+ (Eq. R

where v is Ilie maximum error percentage, ran d(2) is a random number between zero and

two and [?R., is the error-free sonar :lnge returned by the geometric sonar model. As more
0

empirical error data become.s available, the sonar error distribution will be modified to

more accurate!y represent the performance of both sonars. A uniform error distribution can

he modified to provide an arbitrary empirical probability distribution in a straightforward

lallnci as explained in [Fishwick 951.

0
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"b. STlOOOSonar

Because the STIO00 sonar is a one-degree conical (pencil-beam) sonar, its
c-4)

representation using the ray-pick action is fairly straightforward and uses a single ray. The

location of the sonar head in world coordinates is computed using the position and

orientation of the AUV in world coordinates (data that is encapsulated in the AUV's

homogeneous transformation matrix) and the position of the ST1OOO in AUV body 0

coordinates. The homogeneous transformation matrix is defined as [Craig X91

c(M)c(O) c(W)s(O)s() - s011)c(1) c(W)s(O)c(M) + s(0)s( )V

H s)c(0) sMy)s(O)s(p) + cii)c(O) s(T)s(O)c(O) - c(O)s() Y (Eq. 2)
(-s() c(0)sC0) c Wc0 0 0 1

where 4/, 0 and i are the AUV azimuth, elevation and roll respectively, (x, y, z ) is the

AUV position in world coordinates, and c(X) and s(X) are cosine and sine functions

respectively. Using the homogeneous transformation matrix the position of the ST1000

sonar in world coordinates is computed as

Xe t

- = Y' (Eq. 3)

1 1

where (xA, Y-, "b) is the position of the STIOO( sonar head in AUV body coordinates.

The orientation of the ray representing the ST1000 is found in a similar

fashion using the orientation of the sonar beam relative to the M TV and the rotaiion matrix

corresponding to the orientation of the AUV. Since the STIOO0 sonar only has one degree

of freedom (DOF) (rotation about the z-axis), the unit vector representing STI 100 beamn

orientation relative to the AUV can be computed using

6' 0



Cos (Wb) "

V [, = Sinj(Yb (Eq. 4)
0

where y¢b is the bearing of the ST 1000 sonar. The vector representing the orientation of the

beam unit vector in world coordinates is computed using the formula

V, = RVh (Eq. 5)

where R is the rotation matrix of the AUV given by [Craig 89]

Fc()c(o) c(")s(O)s() -- "s")c(T) c(j)s(O)c() + s(O)s(o]

R = ,s(14)c(O) s(W)s()s()W +c()c(4) s(Yi)s(O)c(¢)-c(O)s(W) (Eq. 6) 0
L --(U) c(O)s(M C (6) C(M Eq6

This equation corresponds to the top left portion of the matrix of Equation 3.

Once the location of the sonar head and the orientation of the sonar beam

have been calculated in world coordinates, the ray-pick action is applied to the scene graph.

The distance from the origin of the beam to the point returned by the ray-pick action is then

calculated and error is added to the r( suit using Equation 1.

c. ST725 Sonar

The ST725 sonar differs from the ST1000 sonar in two significant respects

that complicate its representation in the UVW. First, the sonar beam of the ST-725 is not a P

pencil-beam and cannot be adequately represented by a single ray like the STioo0.

Second, the data returned by the ST725 is not simply a range to the nearest target but rather

a data structure representing the strength of the return at regular intervals out to the 0

maximum ran.e. These issues are hoth dealit with by fusing the resuilti ofmiltinle. ray-pick

actions.

Before describing the actual implcnentation ofS the 1723 sonar in the 0

UVW, it is important to understand the data sti-ucture returned by the S1725 and how it is

interpreted by the sonar manager. The data structure returned by the ST725 is a 32 -byte
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sequence that is divided into 64 bins of four bits each. A bin represents the strength on a

scale from zero to 15 of the sonar return at a certain range. The range represented by a bin

is proportional to the maximum sonar range and L-an be approximated linearly using the

formula

R, =---j+ 2 (Eq. 7)

where RM,., is the maximum range setting of the sonar and bins are numbered zero to 63.

The tactical-level sonar manager uses this data structure to compute a single

4 range for the ST725. The range used is the shortest range whose bin value is above a 0

predefined minimum unless the value of a bin representing a longer distance is significantly

larger (strength difference greater than two). If this is the case the longer range is used.

This algorithm is discussed in more detail in [Campbell 96]. 0

The UVW implementation of the ST725 uses an array of 64 integers to

represent the returned data structure. The values contained in this array arc determined by

4 the results of 13 ray-pick actions applied to the scene graph. The rays for all 13 ray-pick

actions originate at the position of the ST725 sonar head which is computed using

Equation 2 with (x,, y,,, zb) representing the location of the ST725 sonar head in AUV body

4 coordinates (the positions of the ST725 and ST1000 sonars in AUV body coordinates is

shown in Table 2). The vector representing the orientation of each of the 13 rays in AUV

body coordinates varies above and below the horizontal plane of the sonar. Ray

4 orientations are computed using 0

COs(Yb)
Vb, sin(XVb) (Eq. 8)

4 tan(2i° 12-)•

where xVb is the bearing of the ST725 sonar and rays are numbered from zero to 12. This

cquation differs from Equation 4 only in the thiud term of the vector which allows the entire

44* 00
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vertical sonar beam to be represented. It should be noted that V, is not normally a unit

vector. While conversion to a unit vector is a simple matter, the ray-pick function does not
0

require orientation specified by a unit vector, so the conversion is not performed in the

interest of computational efficiency. Once the orientation of the rays in .AUV body

coordinates has been calculated, the orientation in world coordinates can be computed

using Equation 5. A ray-pick action is applied to the scene graph for each of the 13 rays.

Tile range to the point returned by the ray-pick action is calculated, and the value stored in

the array of integers corresponding to the appropriate range bin is incremented by one.

Sonar I ., _ _ _, _ _

ST4000 2,875 -0.167 0.3333

S1725 2.625 A -067 -n-4-413

Table 2. STI000 and ST725 Positions (ft) in AUV Body Coordinates.

After all 13 ray-pick actions the error free sonar range is computed as the •

range corresponding to the element of the array of integers with the highest value. If no

element in the array is greater than one, the error free sonar range is set to zero. Sonar error

is then added to the error free range using Equation 1. Although no profiling measurements

were performed on the source code, this operation appears highly efficient. The sonar

module (operating in series with the network comnilinrications and hydrodynamics model)

has no difficulty executing 14 ray-picks into complex scene graphs within the bounds of a S

ten Hlertz update rate, Thus computational performance of the arbitrary geometric sonar

model is excellent.
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d. Visualization

Once ranges have been computed for the ST725 and ST 1000 sonars,
0

visualization using the viewer is straightforward. The goal of sonar visualization in the

U VW is to enable the human operator to see the operation of both sonars. Visualization

has proven particularly useful for detecting and troubleshooting sonar control algorithms
S

since it provides the only intuitive verification that the sonars are being controlled as

intended. Numerous experiments conducted in the course of this research have shown that

sonar visualization is crucial to tactic diagnosis and nmssion rehearsal.
0

Sonar beams are represented in the UVW viewer using wireframe cones.

Nodes representing the sonar cones are placed in the portion of the scene graph

representing the AIJV. Additional nodes are inserted into the graph to represent the
0

positions and orientations of the sonars relative to the AUV. In order to accurately depict

the pie-slice shape of the ST725 sonar beam, the vertical scale of the cone representing it

is increased by a factor of 12. They are depicted as wire frames rather than solid objects in

order to preclude the sonar cones from obscuring other portions of the scene.

In addition to positions and orientations of the sonars, target range

information is depicted. This is accomplished quite simply by scaling the length of the
0

cones representing the sonar beanis to the range of the appropriate sonar return. If the ray-

pick sonar range is zero (no scene graph object was within range), it is important to visually

depict lack of contact as well. In this instance the sonar cone length is scaled out to the
0

maximum range, and for visual contrast the color is changed and the wireframe complexity

is decreased. The ST1000 sonar cone is red if a valid return is received and yellow if no

return is obtained. The ST725 sonar is correspondingly rendered in magenta or white. The
0

portion of the viewer scene, graph representing the ST725 sonar is shown in Figure 1 5.
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ST725 Separator
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Style Material

Figure 15: Open Inventor Scene Graph Representing the S-725 Sonar.

C. IMPLEMENTATION AND TESTING IN THE VIR TUAL WORLD

The UVW was the primary tool for Phoenix software implementation and initial

4 testing during the conduct of this research. Whi!e it was often the case that in-water testing 0

was conducted concurrently with UVW testing, for safety and reliability no algorithms

were tested in the water prior to being tested in the UVW.

4 The g .ieral philosophy used duning the conduct of this research was similar to that • -

of the research documented in IMarco 96]. Primitive functionality was implemented and

tested before attempting to implement higher level behaviors. While a variety of low-level

4 issues were not identfl ied until higher-level behaviors were implemented, these were the 0

exception rather than the norm.

The first issucs dealt with were ;onar control, target acquisition and tracking ising

4 the STI00() sonar Once these behaviors were implemented, control modes were 0

implemented to allow Phoenix to maintain a commanded relative range and bearing from

a sonar target. These behaviors form the base upon which a great deal of this research rests.

4 The next step was to implement higher-level routines that used these sonar and control 0

modes to execute a torrpcdo-tube approach. These are primarily tactical-level isslies anld

involved path planning and command generation.
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Most strategic-level research relevant to this thesis was far enough removed even

from the tactical level issues that it could be conducted in parallel almost from the (
0

beginning. The major goal of strategic level research was to simplify the mission-

generation process to such a degree that a user did not have to be a Phoenix expert to be

able to program a complex mission. Specification of location and type of recovery is one

aspect of this area of research. The most significant result of this research was a mission-

planning expert system for automatic generation of Phoenix missions. Much of this joint

research is documented in [Leonhardt 96] with more detailed coverage later in this thesis.

D. IMPLEMENTATION AND TESTING IN THE REAL WORLD

Real-world implementation and testing occl red in two parts: implementation and

testing on the vehicle's hardware and verification, irtual world results. Because Phoenix 0

does not actually use physical sensors and controls when missions are conducted in the

virtual world, it is necessary to verify the software's interface with the actual vehicle

hardware before conducting in-water tests. Physical control of the sonars, reading and *

filtering of sensor data, and polarity and response of control actuators all must be verified

by bench tests and (to a lesser degree) by in-water tests. A more detailed discussion of this

topic can be found in [Bums 96]. 0

Real-world verification of UVW results is conducted in much the same manner as

the initial implementation. Initial tests were intended to confirm the sonar control and

tracking behaviors, with subsequent tests verifying the station-keeping behaviors. 'resting

of higher-level behaviors (including the. full torpedo tube recovery) were contingent upon

successful low-level behavior tests. A detailed discussion of real-world and virtual-world

test results is contained in Chapter VII of' u'is thesis.
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E. SUMMARY

This chapter provides an overview on how this research was conducted. The U VW

was of key importance to the conduct of this research. In order to facilitate its use, a general

sonar model was implemented to simulate the response of the ST725 and STi 000 sonars.

The sonar model was implemented by importing a copy of the scene into the IUVW's

dynamics module using the Open Iiventor ray-pick function to simulate the sonar beam.

Visualization was also implemented for both sonars in the viewer portion of the UVW.

Subsequent to implementation of a general sonar model for the S"725 and ST 1)000

sonars, the UVW was used as the primary implementation and testing tool. With the

exception of hardware interfacing, all aspects of this research were implemented and tested

in the UVW prior to attempting real-world tests. Implementation of Phoenix software was

conducted primarily in a bottom.-up fashion with low level functionality being

implemented and tested prior to implementing higher level behaviors. Once functionality

was tested in the UVW, real-world tests were conducted to ensure proper hardware

utilization and response and verify UVW results.

The following chapter describes behaviors implemented at the execution level of

Phoenix software architecture to support recovery. Implemented behaviors include various

sonar control modes that can be used to locate and track objects in Phoenix environment, a

vhicle control mode for stationkeeping relative to an object being tracked, and e. vehiche

control mode for physical entry into a recovery tube.

0
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IV. EXECUTION LEVEL IMPLEMENTATrION

A. INJTRODUCTION

This chapter discusses implementation of behaviors at the execation level that are !

required during recovery. Since theL execution level is primarily responsible for low-level

physical control and~ illtertac ing with the vehicle's hardware, behaviors imaplemnenited at this

level mnust be fairly simple but robust. It Is the. responsibility offthe tactical level to Invoke

exec utioln- level behlav jars to CarrIV out tactics that will (ill turn-1) accomnpli sh Still hiigher- level

goals sp)ecif ied by the strategic level.

TIhe. next sect ion iu this Chapter details imflpleme11ntation1 of ST' 100 ())Sonar co0nt0ol

which is built upon the primitive behaviors described inl Healey 941. Specific sonar

control modes implemented include a manual cont-rol mode, a forward-looking-scan mode

for collision avoidance, a target-search mode for locating targets specified bY the. tactical

1ev( 1 and two target tracking modes for use during station keeping. Tlhe third sect ion

Covers imaplenmentation of vehlicle control modes for static a keeping relative to a ta~rget.0

Finally, Implementation of a vehicle control mode for entry into the recovery tube is

pilesellted inl detail.

K SONAR BHF:IA'Vl)R

1. Nvlanuim ( ontlru

'lhr Si1111)cst and most)5 obvious STl O0t hchavoio is "manuiial" cmiitrol, Ib'is control

Mode r~esponds to co1111Mmans fraom the tactical level by positioning the sonar at specified

1elativu ye baiiigs. NVILumnal piiipmovaics a tineans for the tact~ical level to comIlpletely-I

coiitral tihe operation of, the STi'l tlO() ona for targ'jet classificationl, obstacle detection Or
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control is used during the final phase of the recovery to pjsition the ST 1000 for distance

keeping from the sidc. of thle tube.

The current STIPOG bearing s maintained at thle execution level. When a bearing

is commanded, the STI1000 is stepped towards thle commanded bearing at a ratte of one step

per closed loop cycle. Step size for the ST 1000 can be set to 0.'), 1.8 or 3.6 degrees (a step

size of 0.9 degrees was used during this research). Once the commanded bearing is

reached, the sonar will remain at this relative bearing until a new conuniand is received or

until thle control mode is chiangcd.

When under manual control the sonar will ping once pet closed loop cyc~le (six or-

l1() hertz) whether It Is beingy stepped towards the commrianded bearingi ot has already

rcac hed it. This behaimor makes it possible for thec tacticall l-ve- Ito control at n manuial sector

scan s"imply by altcrnating hearing commands between thle edges of the scan sector. Other

fairl y robust behaviors canl be similarly controllcd by thc tactical level.

( ornmandcd sonar bearing is converterd to anl aclrmivable bearing ai, I normialized to

a mrngc of (O ..30U) degrees before the sonar Is actually Scanned. This p~revents the sonar

from nstepping, back and For-th across a conmmanded bearing and simplifies deter mination of

scan dfirection. As anl example suppose a bearing command of - l0.) degreces is received by

the executionl level. U Sing a step S i ze of 0.9) degrees and start]Ing LFrom 0.0 degrees, the sonar

is Calable ml being saI, ~ o-9' lgeso (. dges u it- 0dgeseaty

TIR 'lec0 nitnarided bearling- is theref'ore Converted to -9.9 degrees (sinrce that leg'al Value is

close~st, to thle. actual ,on mnmlanddc~ bearing). T1he rourildoif IIlunctiorm is devfinevd as

x 9,)j

S irce tile currenlt Ni I000 hearing is Irrairitailned inl theL range (' Ol .. 100 de'gree~s.

tOne con11imniaided hearing is nrmorxalized to 35(1.1 (ILegree.s SO 1liat the(' commandedHI~ arid current11
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bearings can be compared. The difference between the commanded bearing and current

bearing is then normalized to a range of -, 180 degrees to 180 degrees. If this difference is
0

greater than zero, the sonar is scanned to the right; if it is less than zero, the sonar is scanned

to tile left.

2. Forward Scan

For many Phoenix evolutions, particularly transits in fliptht mode, it is desirable to

use the ST1000 in a forward-looking scan pattern. This sonar operating mode has been

implemented and is automatically initiated whenever the execution level receives a 4

commnand that will require any of the following vehicle control modes: hover control,

waypoint control, open-loop lateral control, open-loop rotate control or any other kind of

thruster control. 0 4

Tihis forward scan pattern is primarily used for used for imminent collision

detection and will trigger a reflexive mission abort as described in IBurns 961 if an obstacle

is detected within a certain range. The scan sector is of constant size and is centered about 0 *
zero degrees relative to the heading of the At !V. The default sector size is 30 degrees but

can be arbitrarily changed using missiomi ,script comntiiands which are listed in Alppendix B.

.3. Target Search l

Since the ST 1000 is to be uscd for precision control relative to objects near Phoeanix,

sonar-control modes a'e necessary for locating and tracking those objects. The

implementation of the ST 1l000() target-s. ch mode makes two significant assulmlptions: the 0

target has beenl identified by the tactical level, and the target can he discriminated from

background objects based on range. The first assumption relates to the tasks assigned to

thc dittcrenit levels of RBM, while thie second relatcs to the type of enivironirment expected

dmLrintm station keeping relative to a sonar target,

* 4
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e" first assumption (regarding target ident;f'Lation) ielates to successful

implementation of tactical level responsibilities including interpretation of sonar data and

classification of objects. Initial location of objects by the tactical level can rely on data

from the ST725, the STI000 (probably using manual control by the tactical level) or both.

Real.-timIe object classification using sonar has been the subject of previous Plh)enix

research and continues to be an area of sign.ficant interest ]Brutzman 92, Campbell 96).

Once an object has been identified by the tactical level, the ST1000 targct-search mode uses

the approximate range and bearing information to find it.

Fhe second assumption (regarding target discrimination) is that the target is in a

relatively open area. This assumption allows the target search to rely only on the expected

range and bearing to tlhe target rathei than heuristics concerning the type of target. The

advantage of this approach is it0, generality. Use of heuristics for target identification

assumes that the vehicle has a certain amount of knowledge concerning tht characteristics

of the target [IMarco 96]. This knowledge must be present for every type of object that is

to be identified. Basing target identification strictly on range and bearing informiation does

not require knowledge about the characteristics of the targel and can therefere be used to

locate any type of object. The disadvantage )s that it is possible to incorrect, y identify a

targ','t when operating in a cluttered enviroomeont. An uncluttexcd environment is a good

assumption for ni at-sea docking stalion. On tlce other hand torpedo tubes are a themselves

a highly cluaered environnient. Even ii This case, however, successful maneuvering in an

uncluttered environment is an essential prerequisite to attempting More difficult

erivitoi11ilents.

"lhc icti10(od Useid to determine scan direction tor a target search is the sai ic as that

ti(sed for nmanal control. E'ach sonar return durine the search is examined to determine if

litc desired object has been detected. Sonar range and bearin, information :s used to

detrcmine earth-fixed coordinates. TFile bearingt and ian;', fromi the AU V to tile obiect can



then be computed and compared to the expected range and bearing to the target. In order

to simplify calculations, AUV pitch is as,.urned to be negligible. The position of the

ST100( sonar head in world coordinates is then given by

, =1 ,, ( (Eq. 10()

where (x:,, v,, ) is the position of the ST1OOO( sonar head in AUV body coordinates and il,

is the two-dimensional version of Equation 4 and is given by IKanayama 961

lcos(y) -Sin (4f) x
H- = isin(o) cos(W) (Eq. 11)

0 0 11

Once tne global position of the sonar hliad has been determined, the range and bearing are

converted to world coordinates asine

N I " ........ + (Eq. 1I
Y'") ...... -" ... . I RsiII(w.'+ • ....

where y is the AUV heading, x.... is the ST1OO relative hearing and ie is the STIl)0( U

range. The range from the AIJV centroid to the target is then computed as

= f{x , + ( -y, ,r,,,r)2 (E-q. 13)

and bearing from the AUJV to the target is computed as

13 = ar B()'Y .. Y, .. .r.. -. x) (17 I 14)

where atan(y,x) is a function returning an angle in the range of 10.. 360) degrees. Equations S

iU through 1 5 are equivalent to the equations defined in [iviarco 96al to calculate the

location of Phoenix relative i-o a cylinder. This relationship between sonar range and

bearing antd AUV range and bearing is shown in Figure 16, -

()Icc the i ane: and bearing from the AUV to the sonar taz get have bcei conmp)ute(l,

tlcV arc tc-wilpaicci toi the expected manac wand harng to the d-cirdccl sonr• tari -t ;ai., a

ql0
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discriminator. If the meoasured range is within five feet of the expected range and the

measured be iring is within 15 degrees of the expected bearing, the return is assumed to be0

part of the desired target. Once these conditions are met, the sonar-control mode is

At automatically switched to target track or target-edge track. Which mode to select is

explicitly specified by the miission-script comnmand that initiated the target search.

Range Frorn
Snr Sonar

Bear'ing

Rainge
F-rom ,AUIV

I 0

Figure 16: Sonar and A-UV Range and 13caring.

4. Tnrot-4 '1rackint'

Once the desired sonar target has beeni locate~d, a sonar mode is reouired to miainitainl

4 contact with that target. T1wo such modes have buen iinrylvni teted: a full target-track mode0

and a target- edge-track mode. Whun using thc full target-track mode the sonai continually

4



sweeps back ard forth across the entire sonar target, updating target range and bearing only

after the sonar has scanned off the edge of the target.

As the sonar tracks across the target, each range is compared with the previous

range. If the range is within five feet of the previous range, it is assumed to be part of thc

same target, Because of the somewhat unreliable nature of sonar data, a return that does

not meet the range criteria does not necessaily mean that the sonar has scanned off thr edge

of the target. 'I o account for anomalous sonar returns, three consecutive off-target returns

are requited to initiate a sonar-scan reversal along with target rangc and bearing update.
0

When the sonar controller determines that the sonar has been scanned past the edge

of the target, range and bearing estimates are updated using averaging. As the sonar tracks

the target a range accumulator is maintained. !Aniomalotus returns that cannot be included

in the target are not included in the range accunmulator. Sonar range to the target is simply

the. average of the valid returns from the previous sweep. in addition to the range

accumulator, the sonar controller maintains the initial bearing of the c:urent scan. 1h:

bearing to the target is then computed as the bisector of the stating and ending, bcarinlgs of

the current scan. Once the range and bearing of the target from the sonar have been

determined, target range and bearing from the AU V are computed using Equations I
0

through 14.

An illustration of tile target-track geometry is shown in Figure 17. The target-track

c)ntmol mode implementation i:s similar to the sonar contrA described in I Marco 90aj and
d r 0
differs significantly only in two regards. First, sector width is not fixed but is determined

by the size of the target. Second, as with initial target detection, target identilication is

based on range and bearing rathcr than target characteristics.
0

,I I0

€)
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so Soa

Beararng

I Bearing

OrItd..

4 Figure 17: Sonar Full Target-Track Mode Geomnetry.

In addition to providing target range and bearing information, the target-track

control miode has one more benefit. The range and bearing data obtained during the full

tanyct track, )lntains a large amount of informnation about a single ob .ject in 'fie world. Since

SI' luIl ONr and bearing are lpaft of the state-vector, this data can be con1CUr-rently

analyzed by thc tactical -level sonar module to aid in object c,ýlass ification.

4 5S. 'larget Fdge Tracking

Maintaining sonar contact with the. target by scanning across thle enir~ie target has

oneC Significant diSa.dvan~tage-: the Litte period between successive range and hearing

4 updates can be as mnuch as ten seconds I Marco 96a1. T[his slow update rate can lead to

sILoggi di Al JV response- and navigational iniaccuracy because of errors in the onhoard

hyd I(hodlynal ic s niar hcniarical miodel described in the toll owing, section. In order to
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increase the target data update rate, a second target--tracking sonar mode has been

implemented. Rather than scanning across an entire object, this control mode attempts to

track only the edge of the target.

Once a target has been located using the target-search control mode, the sonar is

scanned left or right until it scans past the edge cf the object. The target's edge is identified
e

using the same algorithm as full target tracking. Again, once the edge is found the scan

direction is reversed. Rather than tracking across the target all the way to the opposing

edge, however, the sonai is scanned only until three returns that can be identified as part of

the target have been received. Returns are identified as part of the target in the same

manner as the full target-track mode. Once three target returns have been received, scan

direction is reversed. The edge-track algorithm can be summarized as a loop consisting of

four steps-: scan off of the target, reverse scan direction, scan onto the target and reverse

scan direction. The smaller scan sector width results in target range and bearing update

rates that are much faster than those for full target tracking.

Since the sonar does not track across the entire target, average sonar range and

bearing to the target's center cannot bc conipLited. instead, range and bearing are computed

to the edge being tracked. Range computation is accomplished in the same manner as with

the full target track. Normally the range computed will be the averagce of three individual

sonar ranges. Depending on AIJV motion during the scan, however, the actual number of

returns included in the average may vary. The sonar bearing of the edge is simply the first
0

hearing from which a valid return was received if the sonar is being scanned onto the target,

or the. last bearing from w•hich .a valid return was rec.i.. i the sonar is bcing scarnnd off

of the target. Ag, ain, once the range and bearing II oin Ih, si ar have been detcnini ned.

range and bearing from; the AUV Mc dcICrniincd usingv. Ici;;ations I () thlrough 14. ( ico;•0ct yV

()I the target c(lgc-track nMode is show;; iII Fi(I' ore I X.
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The target edge used for tracking is determined by the direction that the sonar is

scanned immediately after target detection. If the sonar is scanned to the right, the right

edge is used: if sonar is scanned left, the left edge is used. The sonar scan direction is based

upon the direction that the AUV will need to move to roach the commanded range and

bearing. If the current bearing to the target is less than the commanded bearing, the AUV

will need to move left, In this case the sonar is scanned to the left following target

detection. Choosing the tracking edge in this manner is intended to prevent the AIJV from

colliding with large targets because the wrong (i.e. far) edge was used.

Sonar Scarý, -Average Range 4 NSector !

i~i•'•..!*x0/ Com1puted!

Sonar

Computec•N .7
True_ 'P

AUV
Bearing'

4 0

Figure 8: Sonar Target-Fdge Track Mode Geometry.

As stated prcviously the major advantage of the target-edge--track control mode is

"Li increase in the range/b, aring update rate over that of the target-track mode. Target-

edge -trick has the disadvantage of not obtaining as much information about the target as

50



the full target-track. An inability to compute the center point of the target is one example
of this. Conceivably this disadvantage might be eliminated by simultaneous target-edge-

tracking and target-tracking using both the ST725 and ST I000 sonars. 0

C. STATION KEEPING

1. Station Keeping Commands 0

Two commands were added to the execution level command language defined in

[Brutzman 941 to control station keeping relative to a sonar target: target-station and target-

edge-station. These two conmnandm; correspond to the two target-tracking sonar modes: 0

target -track and target-ed ge-fack respectively. Both commands have the samei parameters

and are irterpreted in the same way by the execution level. The sole difference between

these two commands is the sonar control mode that will be initiated. Format and pa-ameter 0

syntax details for both of these commands can be found in Appendix 13.

tation keeping commands can have two, three, four. or five parameters. The four

and five-parameter versions are used to initiate a target search prior to station keeping, 0 -

while the two and three-parameter versions are used to change commanded range and

bearing from a target already being tracked for station keeping. The two-parameter

command specifies a commanded range and hearing, while the optional third parameter can 0

be added to specify a commanded vehicle heading. If no third paramctcr is present, AU V

heading will continuously point directly at the target. The four-parameter command

specifies an estimated range and bearing to the target tor use during the target search and a

comnaaded range and bearing for station keeping. The fifth parameter specifies a

commanded vw-hiclc heading. The difference• between the comma,duen bearing and the

estimated current bearing specificd in the command is used to determine which cdgc will

bc used if target-edge-tracking is called for.

5'
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Since execution-level target-track and target-edge-track sonar modes are initiated

automatically by the target-search sonar mode, it is impossible to switch between target-

track and target-edge-track without initiating a new target search (i.e. by using the target-.

station or target-edge-station command with four or five parameters). If the AUV is A"

inatntaining station relative to a target's edge and a target-station command is received, the
0

talnet-station command will be interpreted as an edge-station command. Similarly, an

ecdge-station comrmnand will be interpreted as a target-station command as appropriate. In

addition, if a two- or three-parameter station keeping command is received while the sonar

is not in target-track or target--edge-track mode, the station keeping command will be

ignored.

2. Commanded AUV Position and Control

The implementation of PhoenLx' target control involves the translation of the

commanded range and bearing to global (x, y) coordinates. Basing station-keeping control

laws on ,lobal coordinates allows the use of control laws similar to those used for hover * *
coniriol as dcscribed in I Burims 901, Each tinme the sonar control updates the range and

bca ing t ilt, targt. tlhc glohal position of the conimianded station is computed as

•~ ~ ....... CO O ( o (3.. ... R ,,.,, c s [, ...... + 180 ") 4. .......... ( E qt . 1 ,))

\',~ ~ ~~ 4...... Sil [ v • in( ... ,1, .... + sill, (1,.- .......... , + I1KO'{:'/ -.......

wherc , and p ..... arc the current and command bearings from the AU V to the

target and . and .. are the current and commanded ranges fromi the ALV to the •

target, It is important to note that control is based on relative range and bearing between

lie AUIV and target, despite the coiiversion to world coordinates.

,•
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The direction in which the AUV must move to achieve the commanded position is

computed as

F = atan(y-yc...... ,X-Xc......a) (Eq. 16)

while the distance that the AUV needs to trxavel is computed as
d /, • " ...... )2 (hq, 17)

X,- •O,-,aa~d) 2 + (Y - cwmmnd 140
The forward and lateral distances relative to the AUV are computed as

d. .-[lac . cos(F-W) (Eq. 18)

and

d ,. .. ... . -l a ck = d s i n ( F - 4 f ) ( E q . 1 9 )

respectively. The computed values for d_ ,,,k and d . ,, are used with y. u and an

estimate of ocean currcnt in the form (x," , Y ) in PD control laws for stern propeller

rpm, and bow and stern lateral thruster voltage. The stern propeller rpm control law is

rpm -Popro, - Prop,.. , - frop .,,. (Eq. 20)
*where * *

Prop,,.,g,. = kr -,,,, 1,__ d.. -- .r,,.k (Eq. 21)

Prop.....= kpr,,,p ..... (X ... . cos()+ Ycurrene (Sn(Y)) (Eq. 22)

*1 and 0

trop. .... = k,,, 1 ,4 (Eq. 23)

6 0
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The bow and stern lateral thruster voltage control law.; are

V ho. - hru ster•,, i- Thruster -,.ng + Thrutie._wY- -Thruster .,, (Eq. 24)

and

I ,.n= Thruster,,,,, + Thruste -. q, + Thrit ustc . Thruster I... (Eq. 25)

where

Thruster, = - kthruter -W(N - Wcom an. ) - 't, ,.r (Eq. 2())

Thrusteran ge = ktr. ,•re ,d .....c.ss ,,ok (Eq. 27.)

Thrustero,,._, = kthrust,. ..... Y,(*, (EL. 28)

and

Thruster.5,..... = k ......... t(-.10-r-. sin(y) - Y.u..,a. cosT) (Eq. 29)

Values and units for PD control constants are listed in Table 3.

Constant Value UniLs

kf,., h - 20010 ipm / ft

(rr,'rl 0.0 r}m-Sees It' 0•

k,,,, 24)00.A rpm-sccs i ft

,' 0.2(X) Volts / dcgrccs

t~ust, - 2.0J Volts-sees / degrees 0

Sh .... 5,3333 Volts/ft

k. 20.0 Volts-secs / ft

k thru.ti - .urret 40.0 Volts-secs /t

Table 3. Station Keeping PD) Control Law Constants.

3. AUV Tracking 6

Because of the speed and asynchronous nature of sonar-m Iased target-position

Ul)datc rate, a imethod is riequired ftot compill i I'hoe(iii position mid vClocity bctween

60
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updates. Over the long term the best solution is probably the incorporation of an incrtial

measurement unit (IMU) capable of providing position updates in real lime IMeIthee 95, tg)

Bachmann 96]. For the present however, Phoenix does not have installed hardware that can

provide real-time navigational information. As a short-term solution, a simple

mathematical model based on control inputs has been developed and incorporated to

estimate P'hoenix position and velocity between target ut)dates I Marco 9(al.

The mathematical model is a three DOF (lead reckoning model that includes drag,

added mass and steady state surge. Because Phoenix hardware includes a directional gyro

that directly provides yaw and indirectly provides yaw rarit (by ditferentiation of'yaw), only

the surge and sway equations of iiotion from I Marco Q6a I arc nused. ThC SuIrge alld sway

SO(JatiOnlS O1 tio00 MV are f lMarco 9 6a

M.i(t) + h)a(.)lu(t) =. 2 (I,, ) ' M it1,)] (lq. 3(1)

M >.'(ti) ±- h) i'( a)] '(t)] = xtvi0,t(t)b't,ji)I ± x't,..,Wt, i'11ttt)I (Fq .3 1)

where Al, and M, arc the sum of ma:s :ind added niass in 'he x and y body axes, b, and h1,

are square-law damping coefficients, (x, and (x, are voltage-to-force coefficients and i-,m ,

I) alnd 1( (1) ote termns for tie voltage apllied to the pro)pellers, bow lateral 1111tister

and stern lateral thruster. More specifically asyninicuic voltage to tile aft propellers is

accOUlted for using I M aico ()Oa I
",' + lr,,t)lV,,,t) ( 1  32

v,(W~v'tf)[ .*- ____ - _I. _2

Where v,(t) and v,,() are the voltages applied to the left and right i)r()prlhr.s. Known

ocean current is accounted for when convertingl body fixed rates to word I rates:

r ( xli) Tv , ',,,, _ csiI(ilf) tmos(') UU) )

61



Values and Units Of COnStants used in the mnathemiatical model are shown in Table 4.

'1ile4 Mtemtca odlConstants Varco Units

While ~ ý thi7s1 -7a=t:tca oe xsipeeog o aclt n eltm
Al, 214.2

up~ate. i isresTeabhtie 4.Mteapstican Modat srie d.l Cosa ths wayc inre0nal].mr

Whl this inathematical model ar pm tedtobipld enuph to clulacptaoe vnralue ovmer a nd

An important area toi future work remains validation of AIJV hydrodynanmics

coefficients. Since it general ix-DOX)Ehydrodynamics Virtual World Model for Phloenix Call

runi ini real timec, mnore accurate orr-board (lead reckoning is possible. I13 rutlinan 941,

1). F'INAL REC'OVERYI CO)NTR{OL

The final addition to the execuLtion level in SUTnnort of this research wnrs ,ho

roplenit-1tatino ot a control mode to drive I'hoenix into the recovery tube. As With theC

tat* cot rackiup sonar nmiods and station keepint, -otitiol niodlc. tihe recovery control Inodc

iissullucs that III(. position. or leitatioll and sizc of the recovery ttrlc has htidvicIl menkd by

020



the tactical level. The goal of the recovery control miodc is to drive Phoenix. a specificd

distance into a tube v le;t maintaining adequate clearance from both sides. (~

Recovery coi~ioio is initiated by the tactical level onice. Phoenix is directly ini front

of the recovery tuibe with its nose just inside. U~pon recovery initiation tile ST1000l sonar

is switched( to manual control and stews relati-ve 75 degrees left. At the same time the

tactical level s' "at manager slews the S'Y'72-5 sonar reIlative 75 degrees to the right. Phocni-x

p( i tiolling,2 relativ to the tube at Lhis p)oint is shown1 ill Figure 1N.

S'l'I (10 Sonlar RECOVER), T(. IlL

Final Centroidi
Recovery Position 0

S'1-725 Sonar

l'uiere N9: ALI V andl Recovcry Tube Layout at Recovery Control Initiation. 0

PDl control laws arc then usedt to drive Phoenix into the tube. The imathematical

model deIscribedi in the previous section is used to estimate the diistance travelledi Into the
*

tube Whilec the SI' I00( and Si'725 sonars are use(l to keep Phoenixk Ill thle cenAterof the tUbe1

11w. c~ontrol law flo. the alt propellers is

whereI( a is the remliainling ,listarnct inito the tube :is U0oiiijiuted by 0he iolathei IaiMeal no1MdCl.

TIhle control laws for the bow andt stern lateral thru sters are

t/, ' - thruster +~ Ihru ster r,mn, -- I/r te .hru ster , F"j.3

Th/ 'P ratI"l 0
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w Itiei 7hrusver_ and !r se 4 , are computed usingl~quatiois 26 and 29 respt-ctively,

andi

ThruI -SC-ý ~,,,,(RST72 SS"1(750) Rs'-j10 ®sin(7-5') ) (I'k1 . 37)

andi

Thrasterspeed P_ jp~s ooosin(750) (Eq. 38)

whe11re RI11 and RI72 are thie STIOOO and ST725 sonar ranges. These control law:s are

very siroilat- to Equations 20, 24 and 25, differing primarily ;n the values of the control

constants and bow thev individual terms are computed. Value-s of control corista-its are listed

in [aL '- 5.

C~ofstant 1value Units

k,, 01  -20').() rpil ;' ft

k,-p 6sg 00.0 1) rpvSecs /ft

k-prop - Irc 6000.0) rpn-sccs/ ft

* 0.61 \'lts-sc / dc'cc: ;

klhrl~r~r CS.0 Vo Itses / ft re:

k,40.0 IVolts-csee ft

Table, 5. Re~ovey Cont-ol PD Control Contstants-

l~li~Ch p~tcoN's"- rpitrol enlitatinol of featurves at dLý -vic-i'cjii icvc I, of Phocnix

ott . :3e :~ ht. lu-1. sopYCI '.i: veyoer o; nhaJ Si s(7i a hha 'i ors Lu c

eneied.leAs s'ippor V man ual control. 4t orwartd scannl-i no. ta rpet search-

tI I It ici ~dta~Le~ ac.. op.. lh esv lbehavors me oset] to su~pport aI Phofenix

(N'
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, control mode capable of transiting to and maintaining a commanded range and bearing

from a sonar target. PD control laws are used to control motion relative to the target.

Additionally, because of the asyncuronous ta:.rget-position update rate, a mathematical

model was developed to estimate Phoenix motion between sonar-based target updates.

Finally, a control mode was implemented to actually drive Pioenix into the recovery tube

once the vehicle obtains a position immediately in front of the tube. This control mode uses

PD control laws very similar to those used for station keeping. The STIr)}() and Sf725

sonars are used to ensure clearance from the sides of the recovery tube throughout the

recovery evolution while the mathematical model is used to estimate forward Uavel into the

tube.

The following chapter of this thesis covers implementation of features at P'hoetiix'

tactical level that use the behavior.- described in this chapter to control recovery.

Significant issues in that chapter are recovery path planning and command generation. In

addition, the matl.emqtical structures used to implement path planning are discussed.

OO
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"V. TACTICAL LEVEL IMPLEMENTATION

A. INTRODUCTION 0

One of the primary responsibilities of the tactical level software is to use the low-

level functionality of the execution level in such a way as to accomplish the high-level

goals of the strategic level. Specifically, this chapter will cover low the tactical level uses 0

the edge-tracking sonar behavior and the station-keeping control available at the execution

level to support vehicle recovery in a tube.

The second responsibility of thc tactical hvel that directly relates to recovery is the 0

identification and localization of the recovery tube. The ST725 and ST 1000 sonars are the

pinimary on-boaýd sensors upon which this task depends. Real-tioie sonar classification

using both of these sonars has been the subject of other research and is not directly 0

addressed here. For more information concerning research in this area involving Phoenix

refer to [Brutzman 92] [Camphell 961 and [Marco 96a]. A major assumption of the

research of this thesis is that the recovery tube is at a known position and orientation. 0

The first section of this chapter discusses tactical-level planning of the recovery

path. The mathematical structures used to implement recovery path planning are covered

as well as thet pl inning algorithm. The other major topic of this chapter is the geperation 0

of execution-level commands necessary for following the planned path.

B. RECOVERY PATH PLANNING

1. Transformations

a. Description

The inatheinatical strucMIurt used for recovery path planning is called a

tran.fior-nation. A transformation is a lTCeanl5t ol representing an objecrt's position and

(oricritation in two( dimensions (2D) and takes the form of a state vector consisting of x

0 0



position, y posit,)n arid orientation. Thc coordinate system Used for a transformation is

arbitrary and can represent an object's global position or its position relative to another
0

object. [Kanayama 96]

In addition to representing an object's position and orientation, a

transformation can be used to represent discrete motions with 2D translations and rotations
0

specified in body-fixed coordinates. Finally, transformations are useful for defining lines

and circles. Lines are specified by a position (which can be any point on the line) and an

orientation. This representation of a line is convenient for path planning bec;3.i, .se it includes

a direction which will generally represent the direction of motion along the line. The

transformation portion of a circle representation consists of a point on the circle a1ld the

tangential direction of the circl, at that point. A circle, requires a fourth term representing

the curvature of the circle. [K. nayama 96] Representation of lines and circles using

transformations is covered in more detail in the following section.

* b. Operations

There are two operations defined for transformations: composition and

inversion IKanayama 961. Composition is a means of combining two transformations.

Typically the first transfornmation represents a position and orientation, and the second

represents a motion or a relative position. The result of a composition is the final global

position of an ohject Mnoved from a position (represented by the first transformation) by a

change in position and orientation (represented by the second transformation).

Composition is defined a:; [Kanayama 96]

X• -X x A- t.,. cos(oi) --Y.. sin(0I)

' * r, Y sin(0 + y' cos(0) (Eq. 39)

0, 0, 01 Oý
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ThiF definition leads to the definition of the identity transformation (e). The identity

transformation is defined as (0, 0, 0)1 and has the following result when used in

compositions I.Kanayama 96]:

q e e = eaq = q (Eq. 40)

The definition of e leads to the definition of the inverse function. The inverse function for
S

transformations is defined by [Kanayama 96]

qq 9 = q Ioq = c (Eq. 41)

and for q = (x, y, 0)T the inverse, q-' is given by the equation [Kanayama 96]

-V .Cos (0) -y , sin (0)

= sin(O) - v. cosO (Eq. 42)
-0

Transformation composition can also be used to generate smooth S

trajeclories in a plane by composition of a position and orientation with transformations

representing small discrete motions. The transformation representing the motion is

referred to as a circular trans2brmnation. A circular transformation is derived using the

length of the motion (1) and the amount of change in orientation over that length (a). The

circular transformation is computed as [Kanayama 961

UO

Aq(l,(x) 1 - cos(a)1  (Eq. 43)

(X

For iinear motions (cx -- o ) this equation is undefined but can be approximated using a

Taylor expanshim resu lting in [Kanayama 96]

S( 1 1-!( A- & + /5! . V
Aq( .c.4) 1(/2! 1/41  0 1  ( ... j (kq. 44)

(6)
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A series of small discrete motions in the form of circular transformations is capable of

approximating a continuous smooth path. As with other discrete approximations of

continuous functions, smaller circular transformations will result in more accurate path

approximation.

2. Line and Circle Tracking

a. Lines and Circles

As stated in the previous section, lines and circles con he specified using

transformations. Representation of a line takes the form (x, y, 0 )T where (x, y) is any point

on the line and 0 is the orientation of the line. Since any point on the line can be used in

the transformation representing a line, an infinite number ol Iransformations are possible

for representation of a single line. For this reason representation of lines using

transformations is probably inappropriate if lines are to be compared. Since the recovery

path planning involved in this research does not involve comparison of different paths, the

inability to compare lines for equivalcncc does not pose a problem.

Representation of circles using transformations is only slightly more

complex than representation of lines. Circle representation takes the form (x, v, 0, K))

where (', v ) is any point on the edge of the circle, ( is the tangential orientation of the

circle at ( U v ). and K is theI curvature of the. c rdledefined as I Kanayarna 96]

,IS 
(q. 45)

where v is the distance along the edge of the circle. Representation of circles using

tra nso nMia i nlS has siMi iiniamr ;dvintages and disadvantages as repicscntalion of lines. Tl-

uImosi signiiificant aidvantage is lhil by specifying a tangcntial orientation it is possible

implicitly represent tih dlirccliolu of desired uoution w'hen 'traveling alon,; , a circular palh

C-., sinIg o )'he diuadv Ilag is 111at iierc ae ail) infinite .umber of 'rauifrmation
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representations for a single circle. Again, since recovery path planning does not involve

the comparison of circles, this potential disadvantage is not relevant here.

b. The Steering Function and Smooth Path Planning

While line and circle segments can be used to represent a desired path,

representation of the path is only half the problem. The second problem is actually steering

a vehicle (real or simulated) towards and along the desired path. This is the role of tl

steering function, The steering function is a continuous function based on the vehic,

current state and the desired path [Kanayama 96]. Vehicle state inc',ludes a transformation

to represent vehicle position and orientation and a fourth term to represent the curvature of

the vehicle's path. The steering function is used to adjust the derivative of this fturth term

to move the vehicle towards and along the desired pilh. The steering function is .iveien by

[Klanay:,nma 961

- . (a( K -- K,) [-b(0 ) ± cAd) (Eq. 46)
d's

where k: andl H are the vehicle's current path curvature and orientaimn, K,, and 0,1 arc the

vehicle's desired path curvature and o'ierilatioii. Ad is l1c signed distance of the vehicle

florn the desired path arnd i, , :arid f are constants. (i ili,i'ally (lanped values for a, b and

(vatliCe. Ithat VvII 'SriuIt M at ist ost iwu \'crshoot) are computed as Kanayanma 961

(i (Eq. 47)

h (Eq. 48)

(Eq. 49)

wheew , I,'w :1-bitnary po'jitivel consi~lnit ('0FF 'noniding to the vchichc.ts desiic(t S

icx 5I1';ivlSIeI; r Lvales u c:t will C':lt;ý' t11w. w hit'1(- to ;tcer in lre sharply owa t•s ihie

d'si 'lI:d i)utll %. 11:11 I;llycil Ii ''nilt i "i . . r pattI hin ' ;ll ý;I wei Coi(V''iCe C wilth

4 0I



0

the desired path. Figure 20 shows an illustration of a path tracking problem. As can be seen

in the illustration, the steering function must be able to not only maintain the vehicle on the

desired path but steer the vehicle towards thc path if necessary.

0 d

Desired Path

Vehicle 0

Figurc 20: Steering Function Terms IKanayama 961.

When a vehicle defined by (-t, v, 9, Kc )T is tracking a line defined by

(- o, Oo) ) K, is zero, 0,, is 0, and Ad is computed as [Kanayarna 961

(x-x 0 )sin(0o) + (v - vo 1)cos(0 0 ) (Eq. 50)

For the same vehicle tracking a circle defined by ( ,,,., 0) o ) K,, is K:,,. 0)< and ,MI arc

computed as I Kanayamina 961

0', - Atan(sin(0O) i K1O xo),(cos((0o) 1o ( (14 51)

-. -• x .)(K1 1  (x - i) ) 2 sin (O,)) (v v 0)(K)) n (v 0 o) 2cos (I) )) ( .. 52)

- 4 1 -'o0 --X() -f SnO)2 I+ (KO - - Cos(O))

respectively.

Circular tramnsfornations ric us-] ;ihm ig with (he steering u-l ion Iit

iiiclcrllrcen Illly stelr the vehicle along Owie desimcredI plli. At each iteration tile stcring



function is used to computo- The vehicle's new position and orientation is then

0 computed as 0

qn .... qe Aq ds, A-) (Eq. 53)
Kds

where q is the transformation representing the vehicle position and orientation at the

beginning of the iteration and As is the circular distance traveled in each iteration. The

updated value for K is computed as

dscl Kne,. - K + ds' As (Eq. 54)

Figure 21 shows the track of a simulated vehicle steered using thi.: method. The desired

path of the figure consists of two line segments and a circle segment.

Desired Track Circle
(counterclockwise orientation)

Desired [rack Line Desired Track Line
* (oiient•;d left to right)__ (oriented left to right)

Vehicle Starting Position
and Cromputed Path

F-igure 21: Tracking to a Desired Path Using the Steering Function.

* 0
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3. Recovery Planning

a. Overview

While Phoenix is capa!le of six-DOF motions, recovery path planning is

conducted in two dimensions in order to allow use of the methodology described above.

The use of only two dimensions places two limitations upon recovery: vehicle depth and

pitch control must be handled independently, and recovery is only possible in a horizontally

level recovery tube. Presently these limitations are not considered significant, however

future work may include the expansion of these algorithms to take advantage of Phoenix'

six-DOF capability to support recovery in tubes of arbitrary orientation.

The steering function derived above is intended primarily for vehicles

restricted to arbitrary tangential motions [Kanayanma 96]. Such vehicles are typically •

incapable of lateral motion but are assumed to be capable of following a path of unlimited

curvature. Since the steering function is being used only for motion planning and not for

motion control, the steering finction remains appropriate for recovery path planning even • *
though Phoenix is capable of nontangential motions. In this implementation a planning

vehicle that is restricted to tangential motions is used to generate a smooth path. The initial

position of Ihe virtual vehicle is set to Phoenix' position at the start ol the recovery 0

evolution while the initial orientation otf the virtual vehicle points directly at the center of

the recovery tube (unless Phoenix is too close to the tube in which case it points directly

away fi om the center). The steering function is then used to drive the virtual vehicle 9

around and into the recovery tube to generate the recovery path. During the actual recovery

Phoenix must attempt to stay on the planimed path but is not limited solely to taiigcntial

IIIotioINs.

Another issue concerning the use ol this menthodology for AUV path

planning is dealing with unintentional sideslip. While it is reasonable to assume flhat the

'MI
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velocity vector of a wheeled vehicle will be aligned with the longiiudinal axis, the samec

cannot he said for vehicle's such as Phoenix. INit only are lateral velocity components

possible, they are in large part unavoidable. Figure 122 shows the geometry involved in this

type of holonomic system. In thr figure, W represents vehicle heading, P represents vehicle

sideslip angle, and -LI is the velocity vector orientation, while u and v are components of the

velocity vector in vehicle coordinates.

xe= north

vehicle longitudinal axis, x

//e

v ehI ic le velocity vector

vehicle position* *

1W----~ ye east

=e depth

Figure 22: Holononjic System Geomietry [McGhee 91.

Thec lateral coniponerit of Phoenix velocity vector can be partially controlled

using lateral thrusturs. A portion of the lateral velocity, however is dependent on the

loigitudinal veh o ity and, the turnii rate. Why'flic rigorou:- mnode~ling of this phenomlenon can

beconte extremnely complelx, a. fairly simple inodel can be used to predict sideslip angle.

Thi s mlodel results ill 1l1C O(l~itiOui [Mc~iliee 911

6 1 20- (FqI. .55)
p A V (



where m is the vehicle mass, p is the density of the medium, A is the lateral surface area

of the vehicle, V is the magnitude of the vehicle velocity (including sideslip), and C1 is a

constant relating to lift forces generated as a result of sideslip. IUsing this equation, an

estimate of sideslip angle can be maintained as part of the vehicle state. Computer

simulation indicates that mathematical modeling of sideslip in this manner is particularly
0

useful during waypoint navigation [Davis 95].

Because of the low velocities and tuni rates involved during hover and

recovery operations, the uncommandcd sideslip angle is small when compared to
0

con-ii-•-aded sideslip induced by the lateral thrusters. Since the larger term dominates the

smaller, it is safe in the tube recovery scenario to ignore uncommanded sideslip.

Additionally, errors due to miscalculation of: sideslip of other six-DOF holonomic effects

due to added mass and other cross -coupled hydrodynamic drag forces are not allowed to

accumulate during cxecution bccausc of the frequent recalculation of the At IV position

relative to the recovery tube.

b. Desired Path Planning

For overall recovery planning purposes, the area surrounding the recovery

tube is divided into nrine regions. Each region corresponds to the Voronoi regi, ,i of a

segment or corner of the tube [Kanayalna 96]. A line or circle representing a desired path

is defined for each region. With the exception of the line representing the final tube entry

path, the desired path circles and lines maintain a constant safe standoff distance of six feet

from the tube. Additionally, all lines and circles are directed towards the opening of the

recovery tube. The transformation representations of the desired path lines and circles are

computed as soon as the position and orientation of the recovely tube are known. An

example of lube regions and desired paths is shown in Figure 23.

*
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' I continues until the planning vehicle has entered the tube. The path that the planning vehicle

travelled represents the planned recovery path for the actual AUV.

Again, since Phoenix is Apable of nontangential motion, neither 0 d in the

steering function nor 0 of the planning vehicle necessarily correspond to the desired

orientation of Phoenix during the recovery. In fact, in order to facilitate continuous sonar

contact, Phoenix will normally point directly at the portion of the recovery tube upon which

it is taking station. This vehicle orientation policy has an exception in the final recovery

phase when the AUV will be aligned with the recovery tube (although 09 and 0 still bear

no correlation to desired AUV orientation). Thus 0 and Oj pertain to the tangential

orientation of the track the AUV is to follow, while actual vehicle heading is determined

by the relative bearing to the sonar tracking landmark. Precise six--DOF maneuverability

and control of posture using the nontangential motion capabilities of Phoenix permit such

a decoupling between vehicle track and vehicle orientation.

* I C. EXECUTION COMMAND GENERATION

Which comer to use for generated station-keeping commands depends on the

recovery region that the planning vehicle is in when the command is generated. The comer

must be visible from anywhere within the region and the AUV sonar routines must be able

to recognize the edge. Since the target-search and edge-tracking sonar modes use range

information to recognize targets, there must be a significant increase in range as the sonar

scans past the corner. Figure 24 shows which comers are used for station-keeping

command generation for the different regions.

0

0
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Region 7 Region 8 Region9 9

Recovery Tube S

Region
Rgo - -Region0 Region 1

Region 55 - __

Region 4 Region 3 Region 2

Figure 24: Recovery Regions and Station-Keeping Corner Assignments.

_t predetermined intervals along the planning vehicle's path, execution-level
S

commands are generated and stored in a file. Generated commands invoke the execution

level's edge-tracking sonar mode and station-keeping control mode. Commanded stations

in each Voronoi region are in the form of range and bearing from the planning vehicle's
S

current location to the appropriate tube comer that Phoenix' ST 1000 sonar is most likely to

be able to discriminate. Interestingly, it must be noted that conimmiands for the entire

recovery are generated before any command is issued to the execution level. Upon

completion of the recovery through the appropriate Voronoi regiorns plan the OOD module

will dequeue and issue the generated commands one at a time.

The final command that is generated' is the recovei-y command. Whcn issued to the
0

execution level, ths command will invoke Phoenix recovery control mode. The recovery

79
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. •command will be generated immediately after the planning vehicle has entered the

recovery tube opening.

An example of recovery planning and virtual world results are shown in Figures 25

and 26. Figure 25 shows the execution-level commands generated for use during the

recovery while Figure 26 shows an x-y plot of the recovery tube, the planned path, and the

actual path followed by Phoenix in a virtual world test. The running of this and other test

missions is discussed in Chapter VII.

#RECOVERY REGION 7
EDGE-STATION 6.231679 109.801091 6.231679 104.801091
EDGE-STATION 8.541297 115.850068
EDGE-STATION 9.411731 133.894357

#RECOVERY REGION 8
EDGE-STATION 11.636344 70.531182 11.636344 75.631182
EDGE-STATION 7.209702 101.266115
EDGE-STATION 5.999095 134.868091

#RECOVERY REGION 9 0
EDGE-STATION 9.332900 148.086638 9.332900 153.086638
EDGE-STATION 8.587834 171.619319
EDGE-STATION 7.367044 - 168.706232 -135.000000

#RECOVERY REGION I
EDGE-STATION 4.239524 - 160.878360 -135.000000
EDGE-STATION 4.239524 - 166.8"78360 -.135.000000
EDGE-STATION 3.240133 -174.693612 -135.000000

#FINAL TUBE ENTRY
ENTER-TUBE 7.499992 -135.000000 •

Figure 25: Generated Commands Based on a Recovery Plan.
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East -> (yworld) lft]

Sat Jun 15 16:57:37 1996

Figure 26: Planned and Actual Recovery Path Results from a UVW Mission.

D. SUMMARY

* Implementation of features at the tactical level in support of recovery ii.clude

recovery path planning and command generation. Recovery path planning utilizes a

mathematical structure called a transformation which is used to represent vehicle position

and orientation and discrete motions in two dimensions. The planned recovery path is

generated by a planning vehicle which is driven by a steering function from Phoenix

position at the start of the tube recovery evolution,

The atea sairu rniding tire iecovCry [U[)c is dividc inLo rhirc V'OIIII lregir•ns, .ach -I

of which has an associated desired path. As the planning vehicle passes lhrough each

region, the steering function drives the vehicle towards the desired path for that region. A

81
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corresponding tube comer is chosen for optimal sonar discrimination while tracking. The

path traveled by the planning vehicle becomes the planned path for Phoenix during the (

actual recovery maneuver.

At predetermined intervals along the planning vehicle's path, execution-level

commands are generated and stored in a file. These commands are later i•sued to the

4 execution-level one at a time by the OOD module. The commands; use the execution

level's station-keeping behavior to follow the planned path. When the planning vehicle has

entered the recovery tube's opening, path planning is complete. A fecovery command is

then generated that will invoke the execution level's recovery control modc for actual entry

into the recovery tube.

The following chapter discusses strategic level issues dealt with in the conduct of

*l this research. Research at this level focuses primarily on mission specification, planning

and generation. Specific issues include evolution of the strategic level and the development

of a mission planning expert system.

*

UO

6I

S

I

82

• • •• • •. •• •0
I , m , n N r N i l• • m . w am " " " ' ' -' i l ,. n " .. mm I •



VI. STRATEGPIC LEVEL WMPLEMENTATION

4 A. INTRODUCTION 0

Since the strategic level of RBM is responsible only for high-level mission control,

its responsibilities regarding recovery are few. Essentially, the strategic level is responsible

only for deciding where and when the recovery is to take place, and what type of recover)y •

is required. This role is analogous to that of a ship's commanding officer who specifies

what port to go to, when to go there, and whether to anchor or dock, but is not physically

4l involved in the actual anchoring or docking evolution. •

Because of the limited role of the strategic level in recovery, research conducted at

this RBM level has been more general in nature. The most significant result has been to

* simplify the process of strategic level mission planning and generation. The following 0

section of this chapter describes implementation of features at the strategic level that

facilitate this goal. The subsequent section describes the implementation of a graphical

4 expert system for mission planning anr automnatic strategic-level code generation. ,

B. EVOLUTION OF THE STRATEGIC LEVEL

4 1. Mission Control 9

As stated previously the strategic level is structured as a DFA and consists of three

software pieces: the DFA, the mission controller arid a set of primitive goals. The mission

* controller is shown in Figure 27 implemented equivalently in Prolog and C++. Looping in

the Prolog implementation is conducted using the basic Prolog backtracking control

algorithm which tries to "prove" predicates [Rowe 88]. When a mission is initiated, Prolog

tries to ind a way to make the execute-phase predicate "true" by pioving the 0

executc phase and mission done predicates. If the executephase predicate is false, the

phase has not yet completed. In this situation Prolog will backtrack into the repeat

83
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predicate (which is always considered true). It then retries the execute-phase predicate.

This looping pattern will continue until the execute_.phase predicate becomes true, at which A)
0

point the same process is executcd for the missionrdone predicate. When the

mfission done predicate is proven, execute_mission is proven, and the mission completes.

Otherwise, Prolog tries to prove t-he next-phase predicate. Which version of this predicate

can be proven is determined by success or failure of the current phase. In contrast to the

Prolog mission controller, the C++ mission controller ,jses a typical imperative

programming language loop to obtain behavior equivalent to that of the Prolog version.

execute, mssion asserta(currentphase(initialize)

repeat, execute-phase, mission-done.

execute-phase current phase(X), execute-phase(X),

nextphase (X) , ! .

missiondone current !phase(missionabort).

mission done - currentphase(missioncomplete).

(a) * O

currentPhase = initialize ()

do (

if (currentPhase->complete ()
4( S

currentPhase = currentPhase->completeSuccessor;

currentPhase->initiate );

else if (curienti'hase->abort()

currentPhase : currentPhase->abortSx'ccessor;

currentPhase->initiate );

while ((currentPhase missionAbort) &&

(currentPhase m-iFssionComplete));

(b)

Figure 27: Strategic L.,e'el Mission Controller in (a) Prf- ?g and (b) C++.
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2. Abstract Mission Control

Since initial Phoenix research was focused primarily on the strategic and execution

levels of RBM, early versions of the tactical level were greatly simplified and mainly

responsible for simply relaying commands from the strategic level to the execution level

[Marco 96b]. Consequently many tasks appropriate for the tactical level were first
0

implemented at the execution and strategic levels. Recent improvement, in the tactical

level now handle many of the tasks previously divided between the strategic and execution

levels [Leonhardt 96, Campbell 96, McClarin 96. Scrivener 96]. This redistribution of

responsibility among the levels of Phoenix RBM implementation has allowed strategic-

level functionality to concentrate solely on the high-level mission control for which it was

originally intended.

With the reassignment of many tasks to the tactical level, it became apparent that

further strategic-level simplification was possible by limiting the allowable phase ty'pes to

a few generic types. In fact this limitation was necessary since the tactical level is only

capable of interpreting strategic-level commands from a predetermined set of primitive

goals [Marco 96b, Leonhardt 96]. As the AUV's functionality evolves, new commands caa

be implemented in tandem at the strategic and tactical levels by adding to the vehicle's

primitive goal set. Present strategic-level primitive goals include transits, searches, global

positioning system (GPS) fixes, dives and hovers. Because of the explicit definition of all

possible strategic-level primitive goals and the implementation cf a robust tactical level, the
S

RBM implementation of Phoenix is now versatile and simple enough to correctly perform

a wide array of missions [Brutzman 96].

As stated in Chapter II, the strategic level does not perform any numerical

computation [Byme:; 96], but the exclusive maintenance ot numerical data at the lower

RBM layers proved impractical in implementation. This was due to the high likefihood of

895
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mismatches between the strategic level DFA and the numerical data file used by the tactical

level [Leonhardt 96]. The solution was to include numbers upon which a phase is
0

dependent (such as the location of a search) in the command sent to the tactical level. The

tacticai Ilvel interprets the parameters as numerical values, but at the strategic level they

are just place kiolders within tike command. The implementation of phase parameters
0

eliminates tije possibilitv o0 data file/DFA mismatch errors while maintaining the overall

non-numerical nature of zhe straogic level. Figure 28 shows a strategic-level search phase

with phase parameLers defined in Prolog. Tactical-level replies to strategic-level
0

command- are not tested so a sequence of strategic-level commands can initiate parallel

tasks at the tactical level. Replies to st" .tegic-level queries on the other hand, are tested so

thiat exL,ýation does ",ot proceed to the- oext j ,csy or command until an appropriate reply to
O

the current query is recciv zd. As with thc Prolo., version of the mission controller,

backtr. zking is used to implement looping behavior so that a phase will continue to execute
until the execute_phase predicate is -.- The phase depicted corresponds to the search

u t

phase of the mission depicted in Figure 11.

execute hase(rearch 1) ood("sonar_search 20 45 3",Ropiy),
ow'd("starttimer 250",1Eep.y) ,
repeat, phaseconipleted(search1)

phase_.co-pletL.d Bsearch .) - ood('.tsk search complete",Replv),

Peoply - .i, as:;-rta(succeed(search.1)).

phase coispleted(soe.ccZ l) ood("aaktime_outi",Rep-ly) ; eply==l,

,--'se-rt a (abort (aearchl) 1)

n..xt'phase(•-erch_ .I :lcc'-eýt(search_.i) ,

":-etract (cur oit, phase (sesrch ))

issorta current phase(return to-baos)).
next_phase(sear.h_ ' abjrit (search I) ,

retrac.t (currenit phase (search 1)

_,- stL-, (ui ei _iphase (gOih'_allow-) 'I)

Figure 28: Sitrategic Level Phase Specified in Prolog.
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While the primary goal of recent strategic-level research efforts has been the

effective implementation of RBM in the real world [Brutzman 96], a collateral result has (4)

been the standardization of the strategic level. The strategic level code now has a standard

form for a given type of phase. The only difference between two distinct phases of the same

type is the parameters. A template can therefore be created for each type of phase.
O

Strategic level code for a phase can be easily generated by inserting a label and phase

parameters into a copy of the appropriate phase template. The boldface portions of the code

fragment of Figure 28 indicate the phase label and parameters inserted into a sonar-search

template. Using templates to code the strategic level has a number of advantages. For

instance, the potential for syntactic programming errors is great when manually

programming even a simple mission. Such errors can be virtually eliminated by utilizing

templates. Furthermore phase templates make it possible to automate strategic level code

generation and eliminate manual programming at the strategic level altogether

[I ,onhardt 96, Brutzman 96].
0 0

3. Programming Language Issues

A decision was made early in the development of mission-control software for the

Phoenix AUV to implement the strategic level using the Prolog programming language. 0

Because of its roots in predicate calculus, one advantage of Prolog is that it is relatively

easy to use for specifying mission logic when compared to more common imperative

languages. As a result, programs written in Prolog arn typically shorter than equivalent 0

programs written in functional or imperative languages. Additionally, programming of the

strategic level of the RBM is primarily a symbolic programming problem which is well

suited to expression in Prolog [Byrnes 96]. Finally, use of the Prolog inference engine is 0

powerful since the current state of the DFA can be represented implicitly by the current rule

that is being resolved [Byrnes 96]. However, in the current strategic level implementation.

C; 0
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* 4

the DFA state is maintained explicitly (usiihg dynamically asserted facts) rather than

implicitly in order to improve code readability and ease of use. This approach amounts to (U)

specializing the Prolog inference engine to a mission control engine or "mission controller"

[Marco 96b].

A disadvantage of using Prolog at the strategic level is that it must interface with

the tactical level which is currently written in C. At present there is no standard Prolog

foreign language interface, so communication between the strategic and tactical levels is

dependent on the vendor and version of the Prolog compiler used [Quintus Corporation 95].

Portability of the software system to new platforms is therefore a problem. Another

disadvantage as missions become more complex is that the size of the Prolog program

grows rapidly since each phase is programmed independently of all other phases. Finally,

because of its reliance on backtracking for control of execution, Prolog tends to run more

slowly than irnperative languages [Rowe 88]. To date this has not been a problem since the

speed at which the whole RBM system runs has been limited not by the speed of the
* 0

strategic and tactical levels, but rather by the speed of the execution level [Leonhardt 96,

Burns 96].

The advantages of using Prolog for Phoenix currently outweigh the disadvantages,

particularly given the mission planning expert system described in the following section.

Howevei other programming languages have advantages which may make them attractive

for use in the future. Two strategic levels equivalernt to the one described above have been

imolemented using the Lisp and CLIPS programming languages [Byrnes 961. However

these implemento ions have proved to be much harder to write and understand.

More recently, research has been conducted into implementation of the RBM

strategic lev-l in C4-+ ,,sing ohiect-oriented programming techniques. The polymorphism

and inheritance characteristics of C++ classes allow the definition of a generic phase class

from which more specific phase classes representing all allowable types of phases can
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inherit. All phase class definitions together determine the vehicle's operational

capabilities. A specific mission can be generated by instantiating instances of the (.)

appropriate phase classes and using pointers to connect them into a graph representing the

strategic level DFA. As shown in Figure 27 this mission controller portion of the strategic

level is implemented using a loop that que'es the tactical level about the status of the

current phase. If the current phase has either completed or aborted, the appropriate

transition is executed by following a pointer and initiating the next phase. If the current

phase has neither completed nor aborted, the loop repeats without initiating a new phase.

Implementation of the strategic level in C++ directly addresses all three of the previously

mentioned disadvantages of the Prolog strategic level (foreign language interface, size and

speed). Since C++ can be directly linked with C functions, the system is inherently more

portable than the Prolog version. Additionally, with the exception of individual phase

instantiation and DFA construction, all code is contained within the phase class definitions.

Therefore, as mission complexity increases, the size of a strategic level source program

does not increase as rapidly as an equivalent mission written using Prolog. In the current

C++ implementation, the size of the source program will typically increase by two lines for

each additional phase (one line to instantiate the phase object, one line to link the object

into the DFA graph). On the other hand, the very conciseness of this approach tends to

present a barrier to easy understanding of the meaning arid behavior of the vehicle in

executing a mission so encoded. This difficulty is resolved by the development of a

mission-generation expert system as explained in the following section.

C. A MISSION -GENERATION EXPERT SYSTEM

1. Introduction

In most scenarios involving the use of Phoenix class AUVs for mine

countermeasure missions, operational naval personnel would be responsible for generation
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of mission control software. While these individuals can be expected to be experts in anti-

ne warfare, they are unlikely to have a high skill level in computer programming.

• • Instead, they will probably require an easy-to-use mission programming interface in order

to effectively and reliably specify an AUV mission. In this regard such individuals sire

probably typical ol end users of autonomous vehicles in general. [Prutzman 961

In order to facilitate ease of use, an expert system for programming Phoenft AUV

A missions has been developed. This expert system consists of three distinct subsystems and

N - a graphical user inteiface (GUI). The first subsystem is used to automatically generate

missions by specification of overall mission goals. The second subsystem is a mission-

specification facility that can generate arbitrarily complex missions phase-by-phase. The

last subsystem is an automatic strategic level code gener-ator that creates Prolog or C++

programs using results from either of the other two subsystems. The GUI, automatic

mission-generation facility, and mission-specification facility hve been implemented

using Quintus Prolog version 3.2 [Quintus Corporation 95] and XPCE version 4 for X-

windows (Prowindows) [Wielemaker 941. The strategic level code generator is written

6 .using C and can either be invoked explicitly as a standalone application or automatically: from within the expert system itself.

2. The Automatic Mission Generator

a. Means-Ends Analysis

The intent of the automatic mission generator is to allow the user to generate

a mission simply by specifying the AUV launch position, recovery position and mission

,:i,•i •objectives. A means-ends analysis algorithm is used to implement the automatic missionpoiton rRov

generator. In general, means-ends analysis uses a set of start conditions, a set of desired

end conditions, and a set of operators to derive a sequence of operations that will eventually

transform the system from the start state to the desired end state [Rowe 88, Winston 92].
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In the automatic mission ,.enerator implementation of means-ends analysis, start conditions

are the vehicle launch position, end conditions are the mission objectives and vehicle

recovery position, and the operators represent all possible phase types. The automatic

mission generator applies the means-ends analysis algorithm to produce results similar to

those of Figure 29 which depicts a search mission.

46 M

Figure 29: Search Mission Automatically Generated with Means-Ends Analysis.

In means-ends analysis, two mechanisms insure that a valid sequence of

operations is generated. First, each condition in the desired end state has one or more

recommended operators. for example if the desired end state is that a location has been

searched, the recommended operator is to conduct a sonar search from the required

location. Second, each operator has a set of required preconditions that must be satisfied

before the operator can be applied as well as a set of postconditions that result from the

application of the operator [Rowe 88 1. T1 "ieconditions for th( sonar search of position
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P, for instance, might be that the vehicle is near position P and that the position must be

verified by a GPS fix. An obvious postcondition of a sonar search is that position P has

been searched. The means-ends algorithm uses these two mechanisms by choosing one of

the desired end-state conditions and attempting to apply a recommended operator. If the

preconditions of the recommended operator have not been satisfied, the algorithm attempts

to satisfy the preconditions by recursively applying means-ends analysis. If the

preconditions are satisfied in this way, the operator is applied. If the preconditions cannot

be satisfied, the next recommended operator is attempted. The algorithm proceeds in this

manner until all of the top level goals have been satisfied or until all recommended

operators have been exhausted. If the operators, precond "; ons and postconditions are

correct, means-ends analysis is guaranteed to compute a valid sequence of operations for

accomplishing the desired goals [Rowe 88]. Since means-ends analysis is used to generate

a sequence of phases, any sequence of phases generated can be logically executed by the

Phoenix AUV and will accomTrlish all of the goals specified.
oS

b. Adaptation of Means-Ends Analysis for Phoenix

The means-ends analysis implementation of the mission-planning system

divides goals into two types. Top-level goals are those that are specified by the user while

intermediate goals are used during recursive applications of the means ends analysis to

accomplish top level goals. Intermediate-level goals appear as preconditions and

postconditions of top-level goals and other intermediate-levwl goals. At present the top

level goals implemented for Phoenix are. position searches, position searches with specific

touting, and entry into a recovery tube. As the functionality of lower layers of" Phoeni

software architecture evolves, high level goals will be implemented to take advantage of

new capabilities. Future high level goals may include planting explosive charges,

communicating with the controlling platform and taking still photographs.
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There are a number of characteristics of the solutions obtained using means-

(,•) ends analysis as presented in fRowe 88] and [Winston 92] that are not well suited to

planning for autonomouis vehicles. Thc first is that solutions obtained through means-ends 0

analysis are linear in nature. A basic assumption of the algorithm is that operations always

succeed so there is no attempt to account for phase failure. This means that when the

mission DFA is constructed, another algorithm or heuristic must be used for failure 0

handling. The simplest and most obvious solution is to make the arbitrary decision that if

a phase fails, the mission aborts. However, if this simple heuristic is used, the resulting

DFA amounts to no more than a simple script that goes from one operation to the next and

stops whenever an operation fails. Similar solutions such as having the vehicle proceed to

its launch point or recovery point share this failing. Another possible solution might be

reattempt any failed phase. The obvious disadvantage here is that if a phase cannot be •

successfully completed, the mission may not end until the vehicle exhausts its power

supply. The solution that was opted for is to always attempt to proceed forward with the

mission in the evcnt of individual phase failure. If any phase fails, the succeeding phase 0

will be the next transit or hover phase to be executed had the phase succeeded (the

exception is the initial dive to operating depth). In this way if one or more phases fail, the

vehicle will still attempt to accomplish as much of the mission as possible. Transit and 0

hover phases were chosen as the phase failure successor type because, unlike other types

of phases (such as searches and GPS fixes), transit and hover phases never directly rely on

their predecessor phase. A graphical representation of the DFA resulting from the means-

ends analysis solution of Figure 29 is shown in Figure 30.
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Figure 30: Graphical Representation of an Automatically Generated Mission.
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The second disadvantage of means-ends analysis is that operators are

implicitly prioritized by their order of appearance in the means-ends analysis specification.
0

For instance if the operators search position P and plant an explosive charge at position P

are specified in that order, the solutions obtained by means-ends analysis will always apply

the search position P operator as many times as it can before it attempts to apply the plant
0

an explosive charge at position P operator. If mission goals included a search of position

(x1 , yl, zr), an explosive charge plant at position (x1 , yl, z1 ), a search of position

(x2 , Y2 , z2), and an explosive charge plant at position (x2 , Y2 , z2 ), the means-ends analysis

solution will conduct both searches, then plant both explosive charges. Whiie this may be

the type of behavic," desired, if the transits between (x 1, y1 , z1) and (x2, Y2 , z2 ) cover a

ignificaat distance. missions of this sort become highly inefficient. The problem of

operator prioritization is only a problem for operators intended to accomplish top-level

goals since the ordering of intermediate-level goals do not significantly effect a mission's

D efficiency. The solution tc this problem is the implementation of a single operator that

accomplishes all top-level goals. What type of top level goal to accomplish is spec ificd by

the parameters of the operator. Different sets of preconditions and postconditions are then

defined for each form of the single operator. Since only a single operator is involved,

prioritization is no longer an issue. Figure 31 shows this operator definition for the

accomplishment of searches and explosive placements (to date, the search operator has

been fully implemented in the vehicle, but not the explosive placement operator).

*1 9
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%Recommended operators for goals. Format is 0*Q

%goal, operator

recommended(top-level-done(X), handle-toplevel(X)).

%Preconditions for the application of operators

%Format is type of operator, precondii ions that

%must be true list, and preconditions that

%must not be true list

precondition(handle top_level( [searched,X,Y, 1]),
[position(X,Y,Z) ],

[explosive-ready, qpsjfix required])-

precondition(handle top-level ([charged,X,Y,ZI),
4 [position(X,Y,Z) ,exi!.osi.veready], 0

(gps.fix required]).

%Postconditions for the application of operators

%Add postconditions are true after application

4 %Delete postconditions are false after application S

addpostcondition(handleAop level([searched,X,Y,Z]),

[top-level-d,,ne( [searched,X,Y,Z]),

gps-fix-required]).

deletepostcondition(handletoplevel( [searchsd,X,Y,Z , []).

4 addpostcondition(handle-top_level([charged,X,Y,Z]),

[toplevel_done([searched,X,Y,Z] )).

de.etepostcondition(handle top level( [charged,X,YZ])I

[explosiveready)).

* Figure 31: Top-Level Operator Definitions for Search and Explosive Planting Goals.

One final potential shortcoming of means-ends analysis is that while the

initial solution obtained is guaranteed to be valid and complete, more optimal solutions

* may exist that can only be produced through repeated applications of the means-ends S

analysis algorithm. A possible solution to this shortcoming might be to obtain all solutions

possible using means-ends analysis, compare them for efficiency, and use the most

* efficient one as the final solution. Another solution is to again obtain all possible solutions 0

but allow the user to choose the one to be used, A slight modification of the second solution

is currently used in the system. After a user specifies th2 vehicle's launch position, mission

* 9
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goals and recovery position, the means-ends analysis algorithm is applied to obtain a

solution. The solution is displayed textually in a window similar to the one in Figure 29

and a geographic plot of the mission path is displayed on an area map. The user is then

given the option of accepting or refusing the mission. If the mission is refused, the means-

ends analysis algorithm is applied to generate another solution. Using this approach the

user can cycle through all obtainable solutions one at a time prior to selecting one.

3. Phase-by-Phase Mission Specification

While means-ends analysis provides a simple method for generating fairly complex

missions, it is incapable of generating missions that take fu!l advantage of the DFA

structure of the strategic level. Therefore a facility has been developed for explicit

specification of individual phases that can be linked together more or less arbitrarily into

an executable mission. The mission-specification facility queries the user for information

for each phase and uses information for all input phases to construct a mission. Information

for each phase includes a phase label, the type of phase, phase parameters, the label of the *

follow-on phase upon successful completion, and the label of the follow-on phase upon

phase failure. The expert system GUI insures that the user enters the appropriate

4 information at the appropriate time. For instance, if a transit phase is being entered, the 0

system will not ask for search-related information. The GUI also eliminates many data

entry errors by the use of clickable maps, push buttons, clickable menus, and sliding scales.

Sample GUI data entry windows ,qre ,hown in Figures 32 and 33. Figure 32 shows the main 0

window which is used for launching system facilities and visual entry and display of

geographic information. Figure 33 shows windows for specifyi ng the type of phase to be

4 entered and phase related data for a transit phase. Data entry windows for other types of

phases are similar to the one shown in Figure 33 but differ in the specific data entered.

97

I- S,, " - , ' • -



AvSSahs OPaafiOM - Output NEu tenhmm______ ASa_

MoýWpyEndss 6eneration ik

Create lnItlalzatlnn File r

Chr X

1511- W--- -

/44

4U j/ --- I - I -

'LL

/ 10 f 20 30 4 10- Sf 01 O 10 10 B 1 5 6 7

1)8/It 15ý

FC ýýl il M -olP IIII,,IAw- NLw l anW M~.

/~~~~d 4 d - --- I I-I v bI -



0j

ý-(R butonllr~mf 'aau9
'p, 4t,;jq

.. 'frnsiL

a', n

(a)se-

* 0

nffw ut.: o -

;IAýS7

0 ~ ~~~ 0-aSs*,, 00



Since manual phase-by-phase ,TVecification of a mission can be much more

complicated than specifying a miP;sion usiing means-ends analysis, a rxe-based system has

been implemented to insure that only valid missions ae generated by the system. This

requires checking each entered phase for validity in several ways. The phase mu::t not bc

missing any parameters, vehicle physical limitations must be obsorved, and the specified

locations must be within the designated operating area. This check is conducted as each

phase is entered. Detected errors are immediately reported and the user is givea the

opportunity to modify the phase. If no errors are detected, the phase is accepted. Later, a

second check is required to insure that all of the phases together make a valid mission. In

general, many phases are inherently dependent upon their predecessors, so it is possible for

a set of individually valid phases to constitute an invajid mission. For instance, a location

cannot be searched until the vehicle has transited to the location. Errors of this type include

incomplete missions, loops in the DFA, invalid phase sequences etc., and are detected by

parsing with a second rule base immediately prior to mission code generation. Again
0 *

detected errors are reported, and the user is given the opportunity to modify, delete or

specify phases. Sample error reports for individual phase errors and n-ission errors are

shown in Figure 34. If no errors are detected the mission is accepted and executable code
CO

is generated. By error checking both individual phases and the mission as a whole, the

phase-by-phase mission-specification facility can insure that any specified mission is valid

and achievable by the vehicle.
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To assist in phase-by-phase mission development, a tabular representation of the

mission is displayed as it is entered (Figure 35). The mission is represented as a state table

listing each phase with the label of its follow-on phase upon successful completion and the

label of its follow-on phase upon failure. While it might be argued that a graphical

representation of the DFA (such as in Figures 11 and 30) is more intuitive, graph

complexity increases far more rapidly than that of a state table as mission size increases.

For arbitrarily complex missions, a state table is more concise and conveys the same

information as a graph.

AS

C E

Flgurc 35: State Table Summary of a Mission Specified Phas-by-Phase.
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6

AML
4. Automatic Code Generation

Both the means-ends mission generator and the phase-by-phase mission- (•)

specification facility produce output in the form of .i data file. This intermediate data file

is not an executable strategic level mission but rather is an annotated state table description

of a strategic level mission. Each line in the data file describes exactly one phase b'/
6

specifying (in order) the phase type, the phase label, the label of the follow-or, phase upon

success, the label of the follow-on phase upon failure, the amount of time that the phase has

to succeed, and the phase parameters. This output file format actually constitutes yet
0

another RBM mission-specification language. Because of its high level of abstraction, the

mission-specification language is programming-language independent and (together with

the previously discussed phase type templates) enables automated executable code
0

generation in any language for which phase templates have been created.

To date, phase type templates for the have been created for Prolog and C++.

Concurrent with template development has been the construction of programs to generate * .
executable code for missions specified using the mission-specification language. Figure 36

shows an example of a mission specified with the mission-specification language and the

automatically generated executable code. Code generation programs are written using the

C programming language and can be run as standalone programs or invoked from within

the mission planning expert system. Standalone execution can be used to generate a

mission based on a user-specified data file which can be automatically or manually created.
0

From within the mission planning expert system, executable code is generated for a mission

specified phase-by-phase or by means-ends analysis. While the mission planning system

as a whole is dependent upon availability of Quintus Prolog and Prowindows, the

programming language independence of the mission-specification language allows this

portion of the system to be ported to virtually iny platform.
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*Missi~on Specification Pile Format
#phasetype phase-label completxon~successor abortaouccesssr (pararneteoul,

depthtehange dive tranaitto~op~area mission-abort 30 3)
PP .waypoint trarsit-to-op-area hover--1 go~shalicw 500 15 30 3

hoverpoint hover-l search-1 go-..shallow 500 20 45 3 134
, .irotate sonarr search searchSI return-to-base go~shallcw 200 20 45 3

hoverpoint reruinto~base surface missionjnbort 250 64 30 2 222
deptbcehanqe surface missino-complete mission-abort 150 0
depth_,jhange go-shailow return-tojbase mission-abort 100 1

(a) Mission-specification Language Example

executerphase~hoverl1) - c, printsc('PHASE hover-I STARTED.'),

oodrhover 2 0 45 3 335',Reply),

printsc(lhover 20 45 3 135!'),
oodustart-timer 50OC Reply),

repeat *hase-.compl et ed(hoverj)

p hase..completed(hover-1) ood('aakhoverpoint~reachec',Seply), Reply==1,

orintsc('HOVER COMPLETE.'),

aaaerta(succeed(hover-1))

p).ase-completed(hover-1) - nd) ask time~out' Reply), Reply-=l.

printsc (fHASE hover-j ABORTED DUE TO TIME OUT.')

aqserta (abort )huver...l)).

noxt~phase~hover~l) -succeed~hovorl),

retrac't(current..phase(hoverl1))

asserta I 'urrent~sbase (searchu-l)).

iý Wnext..phase )bovexj-) abort (hoverl;

retract (current sphase (hover-1)ý

assceot~a (current jahase (go-shallow).

(b) Automsatically Generated Prolog code for one Phase

Phase

builaMission~raph )

Hover *Phbbverd. new Hover (20,45,3,134,500);

I / buildsissfonuraph

[c) Automatically Generated C++ Code fox One Phase

Figure 36: Sample Mission Defined wvith (a) the Mission-Spec ifi cation Language,
(b) Automatically Generated Code in Prolog and (c) C++.
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* D. SUMMARY

This chapter describes recent modifications of the Phoenix strategic levek and the

implementation of a mission planning expert system. Recent developments in the

execution and tactical levels of the RBM implementation on the Phoenix AUV have

facilitated signiticant improvement at the strategic level as well. These improvements

include the simplification of the strategic level through redistribution of responsibilities

among the three RBM layers, definition of a finite number of phase types, the incorporation

of phase parameters, and the development of phase templates. Additionally, the strategic

level has been equivalently implemented in C++ and Prolog.

These improvements in the strategic level have in turn facilitated the development

of the mission planning expert system. The system uses means-ends analysis to generate

missions based on goals specified by a user. The system aku has a facility for specifying

missions one phase at a time. This facility incorporates a rule-based system to insure only

valid missions are generated. Finally, automatic code generation programs were developed

that use the phase templates to translate the output of the other two facilities into executable

Prolog or C++ code.

Tlhe following chapter describes experimentation in support of this research.

Attention is paid both to experimentation using the UVW and the physical vehicle.
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I': VII. EXPERIMENTAL RESULTS

A. INTRODUCTION 0

This chapter discusses the experimental results of this research. The two major

topics are virtual world results and rezl world results. While features were implemented in

the virtual world one at a time (primarily in a bottom-up fashion), the focus of this section 0

is on final results once all of the individual features were successfully implemented and

integrated. This section consists therefore of recovery control results and mission planning

system results. Mission planning expert system results are treated separately because of the

broader nature of that research.

Since not all aspects of this research have been verified through in-water testing,

simulation results are covered in more detail. As stated in Chapter III, the first area of in-

water testing was hardware control verificaiion. While all other in-water testing relied

upon proper software/hardware interaction, this aspect of testing was not directly relevant

to the research itself. Success of this aspect of testing is however shown implicitly by other 0

test results. The primary focus of the in-water test. results portion of this chapter is the

execution-level behaviors upon which recovery relies. In addition in-water results of

missions generated using the mission-planning expert system are covered.

B. VIRTUAL WORLD RESUIrs

1. Recovery Control Results S

UVW tests indicate that the low-level behaviors described in Chapter IV are

capable of controlling Phoenix with suffic•ent precision to conduct recovery in a small

tube. Further, the path planning routines described in Chapter V proved capable of

planning an acceptable recovery path from virtually any location into a tube of known

position and orientation. Figures 37 through 42 show the planned path and the actual path

10
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followed by the vehicle during UVW test recoveries conducted using tubes of various

orientations. Missions for these tests were generated using the mission-planning expert

system and use the C++ version of the strategic level. The generated mission consists of

three phases- dive to depth tthree feet), transit to a point near the tube (-2, -15), and recover

in the tube (located at (0, 0) at the orientations specified in the figures). Running the
4m

missions in the UVW requires loading the Open Inventor description of the desired tube

(located in the viewer directory and named tube [anglel[neg].iv for these tests) into th:

dynamics and viewer modules of the U'vW. Occasional deviations between the planned

and performed paths are attributable to anomalies in the edge-tracking behavior when

simultaneously transitioning between voronoi regions and sonar edge-tracking targets.

These anomalies are discussed in more detail later in this chapter.
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Figure 37: Planned vs. Actual Virtual World Recovery in a Tube Oriented North.
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Figure 38: Planned vs. Actual Virtual World Recovery in a Tube Oriented Northeasz.
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Figure 39: Planned vs. Actual Virtual World Recovery in a Tube Oriented Southeast.
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Figure 40: Planned vs. Actual Virtual World Recovery in a Tube Oriented South.
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Figure 41: Planned vs. Actual Virtual World Recovery in a Tubc Oriented Southwest.

110

6 0



North (xixzorld) [ft]

6o

46 ~ ---- r--t-- 0

actual- recovery path -
4 planne/ v cooiVy path-

7 r overy tube -

2

4 ~00

-2

-4

-6
0

-8

-25 -20 -15 -10 -5 0 5 10
East -> (y_world) [ftl

Sat Jun 15 1.7:58:06 1996

Figure 42: Planned vs. Actual 'virtual World Recovery in a Tube Oriented Northwest.

The most significant aspect of these figures is that Phoenix transited to a point,

planned a recovery path into a tube of arbitrary but known posture, and used automatically

generated commands that relied on low--level sonar tracking and station-keeping behaviors

to follow the planned path into the tube. There are however anomalies that require

explanation. Most notable are the excursions from the planned path when rounding corners

in Figure,; 40, 41 and 42. These excursions result from Phoenix being unable to distinguish

the appropriate comer with the ST 1000 sonar and therefore taking station on the wrong one.
*I 0

When transitioning from the back of the tube to the side, the corner upon which Phoenix is

to take station is the opposing back corner. Depending on Ihe vehicle's orientation, this

corner may be masked by the near corner when Phoenix nears the corner. When this
* 0

occurs, the near corner will be mistaken for the opposing corner resulting in an excursiun

trom the planned path similar to the one in Figure 41. When rounding the tube's front

corner, a similar phenomenon can result where Phoenix mistakes the near corner for the

4 0
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opposing comer upon which it intends to take station. This will result in planned path

excursions as depicted in all three figures. It is also possible for Phoenix to mistake the far

corner for the near resulting in a planned path excursion that will bring the vehicle closer

to the recovery tube. This type of planned path excursion is significantly more dangerous

than excursions depicted in Figures 40, 41 and 42 since the vehicle may actually strike the

tube. Excursions of this sort were encountered only during tests in which improperly tuned

control constants resulted in underdamped vehicle response. In these tests it was not

uncommon for Phoenix to overshoot an intended station exposing a comer that was

supposed to be masked to the sonar. A potential solution to this problem might be to

generate a desired range and bearing to the center of the tube rather than to a corner of the

tube, thereby allowing OOD module to choose the most appropriate corner for station-

keeping (based on Phoenix current position relative to the tube) and generating the

appropriate execution-level command on the fly. Further testing may reveal whether such

additional precautions are necessary.

A second anomaly is the unreliability of recovery from starting points directly in

front of (or behind) the recovery tube. When directly facing the opening of either end of

the recovery tube, there is simply not enough cross section for the ST 1000 sonar to

consistently locate and track a comer of the tube. UVW tests indicate a repeating pattern

of locating a comer (sometimes but not always the correct one) and losing track of it almosý

immediately. This problem does not exist if the back portion of the tube is enclosed (as

must be the case for an actual recovery tube). For the front portion of the wube, the simplest

solution may be to increase the sonar cross section by adding a !"p. Further testing is

required to determine the size of the lip required and to make sure the lip does not interfere

with tracking of the corner from other directions.

Finally, the figures indicate that Phoenix is slightly to the right of the tube's center

when entering (although clearance was maintained on both sides throughout the recovery
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evolution). This is a consistent aspect of all test runs. The apparent reason for this result

is that neither the ST 1000 nor the ST725 is placed exactly on the vehicle's centerline. This

is not accounted for in Equation 37. Slight modification to Equation this equations to the

following is the most likely solution.

Thrusrerrwnge k,hrust.r.rang.((RST725Sin( 7 5 0 ) + IY-772S1) - (RsTrcoosin( 75 °) + LYsTI10C1)) (Eq. 56)

where YST725 and )Ysrlwo are the Y coordinates of the ST725 and STI000 sonars in AUV

body coordinates respectively.

Another issue that should be noted concernirg UVW testing and the results shown
0

in Figures 37 through 42 is the issue of control constants for the station-keeping PD control

laws. UVW testing has shown that improper PD control constants will result in a failure to

accurately follow the planned recovery path. Thruster and propeller PD constants must be

tuned in such a way that iateral and longitudinal responsiveness are the same. Failure to

properly tune control constants will not preclude reliable recovery, but will result in

mediocre planned-path following such as that which occurred in the test depicted in Figure

43. It should also be noted that control constants used in the ý-sts depicted in Figures 37

through 42 were tuned in the UVW. In-water testing described in the following section

required retuning of the control con!,tants. Control constants shown in Table 3 are real-
9

world constants. This disparity between the virtual and real worlds highlights possibly the

most important area of near-term future work: real--world validation of the UVW.

Adjustment of coefficients of the UVW hydrodynamic model to accurately retlect the
S

actual hydrodynamic characteristics of Phoenix is essential to long tern, software

development using the UVW.
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Figure 43: Recovery with Poorly Ta.ncd PD Control Constants.

2. Strategic Level and Mission P!anning Expert System Results * •

In addition to the real world and [IVW, an interactive standalone oodtest program

has been developed for strategic level testing. This program allows a human acting as the

tactical level OOD to manually respond to strategic level queries by querying a human

rather than the tactical level. Logic and sequencing of the strategic level (the structure of

the DFA) can therefore be evaluated without the AUV or tI VW. In Figure 44, the ood -test

t)rogram is used to debug an automatically generated Prolog mission corresponding to the

mission of Figure I 1. By utilizing the standalone strategic level and I IVW for code

developmient and initial testing, and in-water testing for final testing and validation, it has

,,,n possib,, to a.pidly aimultaneously develop and ,i.......t new fea.tures .at all

three layers of the RBM architecture [BrutZTMan 961
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Begin Initialization

O01D Received Command: initialize /'
O0D Received Command: start-timer 120

<• ~OOD Received Command: ask-initialized

?- yes

Initialization Complete .l t

Phase Completed
Cialnge Depth to 3 feet

Depth Reached
Phase Completed O
Transit to 40 70 3

Waypoint Aeached
Phase Completed
Hover at 20 60 3 270
0OD Ruceived Command: hover 20.000000 60.000000 3.000000 270.000000
OOD Received Command: start-timer 300
001 Received Command: ask_hoverptreached

?- yes

Hover Point Reached
Phase Completed
Conduct Sonar Search at 20 60 3 210
OOD Received Command: sonar sear:h 20.000000 60.000000 3.000000 2,0.000000
OOD Received Command; start timei÷ 180
OOD Received. Command: as .sonar..searchcompletu

?- no

OOD Received r-ommarnd: ash time_ouL

?- yes

Timer Expired
Phase Aborted
Chan•a Depth to 0 feet

Depth Roachad
Phase Completed
T-ansit to 50 20 0

00)D Received Command: waypoint 50.000000 20.000000 0.000000
OOD Received Command: start-tmer 300
OOD Rece-ved Command: ask waypt reach-d

""e- ye

Waypoint Reached
Phase Completed
Mission Complete

Figure 44: Standalone Testing of a Mission Using the ood_test Program.

Strategic-level test missions for Phoenix have been generated in both Prolog and

C++ using manual programming, the mission-specification language and automatic code-

generation prograims, and using the entire mission planning expert sysiem. The results of
4t

these tests have been predictable and correct.

Figure 45 shows a graphical plot of a C+ i. mission created using the means-ends

analysis mission generation facility. Goals for the mission were to conduct sonar searches

I I'
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from two locations (one with specific routing to the search point). When executed, the

mission conducted both sonar searches, obtained GPS fixes to verify the search positions,

classified detected objects, planned a safe path around detected obstacles (object

classification and path planning were conducted at the tactical level), and proceeded to the

designated recovery position. The need for GPS fixes to verify search positions (as well as

the initial dive to operating depth) were not specified by the user, but were executed

because ofitie nica.i-ends analysis preconditions and posteonditions for the sonar search

)irth (x _world) Vfti. sc'uair out~puts &son telemetry

Wall n~ m 0. outpu~t_ 1 second" F
Start /Finish

bO 0

0

20- oa Sioarch

10-

Wail

-20 0 20 .40 60 80 100
La!t- (y~v;,Tld.) [ ft]

'hi Aug 22 0").1-0 l-996

Fiyir45: VW u isntiee~iA' ruhMeans*Frnds Analysi;'I.

Simplifictins mde in tie s;.ructure of the stral egic level proved iecu.A P, iog

Inussuon usýIng thle necw stnft~gic level forinat is approximat'1y onu thir-d as long as an-

equivalent program mnanuially prepared using thie forr~iat P., pl~ucC prior to iL ,c sin-r!innl - Lions

ic~scribcd iM this paper ILe.onhardt 96]. Tninplat~c,; and aillornatic code pinel ýttieon oro~ve-d

rciable and versatile and resulted inI successful testing describe--td here and iii IBrut nian
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96]. Testing also showed that it is a fairly simple matter to accurately implement the RBM

.;trategic level in C++ using objects to represent the nodes of the DFA. Specifically, UVW

tests showed that C++ missions produced by the mission planning expert system were

indistinguishable in behavior from equivale nt Prolog missions created by the same system.

In general, manually coded missions have been found to be error prone. Even

missions produced manually using templates or by manually modifying working code are

still subject to typographical errors, errors of syntax, and logical errors in individual phases

or sequences of phases, any of which result in invalid or incorrect missions. Moreover the

increased magnitude of the Prolog code as mission complexity increases makes manual

programming of complex missions infeasible. The slower growth of C++ program size

alleviates this problem only slightly. This result amounts to no more than a confirmation

of previous results that were a primary motivator of this research work.

Missions produced using manually edited mission-specification language files and

the automatic code-generation programs offer a substantial improvement over manual

editing but are still prone to errors. This is because the mission planning expert system

checks missions for validity prior to generating the intermediate missiou-specification file.

Mission specification files are not checked for errors by the automatic code generation

programs. Therefore, logical errors that are otherwise caught by the mission planning

expert system can be inserted by the human editor and processed by the automatic code

generation program without complaint, resulting in incorrect and unpredictable mission

code. Additionally, because the mission-specification language is significantly more

abstract than programming languages, it is somewhat terse and cryptic. Manually edited

mission-specification language files are therefore prone to typographical errors and

misordered data as well as logical errors.

Missions produced using the entire mission planning system are easier to create

than those coded manually or using mission-specification files. They have also proved
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more reliable, The "Florida mission" [Marco 96b], a complex mine search and

classification mission consisting of roughly 25 phases, was produced using the mission

planning expert system in approximately ten minutes. A manually coded version of this

mission was originally generated and debugged over a period of approximately two weeks.

"C. REAL WORLD RES,'LTS

1. Souar Tracking Behaviors

The primary goal of in-water testing to date has been the verification of execution-

.tevel sonar tracking and vehicle-control T',ehaviors. Testing was conducted in the Center

for AUV Research test tank. Sonar tracking behaviors were first tested with the sonar at a

fixed position. Both the target-tracking and edge-tracking modes were successfully used

---------- to track a 0.5 meter diameter cylinder. In this series of tests, the cylinder was placed in

. : various locations relative to the stationary sonar. The target search, target-tracking and

edge-tracking modes were then used to locate and track the target for approximately 60

seconds. Figures 46 and 47 show plots of bearing versus time and range versus time for a

test during which target-tracking mode was used to track the cylinder located on a bearing

T' •:of approximately 70 degrees at a range of approximately 13 feet relative to the sonar. As

can be seen in Figure 46, the scnar scanned to the right unt;i reaching the target. At this

point it scanned back and forth across the target (a sector width of approximately ten

degrees). Figure 47 shows the range differential as the sonar scanned across and off the

target during its sweeps. In this plot, zero ranges actually indicate that no sonar return was

S,"received.
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Figure 46: Stationary Sonar Full Target Track Bearing vs. Time.
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Figure 47: Stationary Sonar Full Taiget Track Range vs. Time.
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Figures 48 and 49 show test results from static sonar tracking of the edge of the

QE) cylinder located at a range of approximately nine feet bearing approximately 337 degrees

relative to the sonar. Figure 48 shows the sonar sweeping to the left until locating the

target. At this point, it begins sweeping back and forth across the cylinder's right edge. The

sweep width during tracking is approximately eight degrees. As target size decreases or

range increases, the sweep width for edge tracking will be very close to the sweep width

for full target tracking. Figure 49 shows the range vs time plot. Again, zero ranges indicate

no sonar return was received. In this tests, the sonar located the target and successfully

tracked the edge for a period of 60 seconds. In this series of static sonar tests, both tracking

modes proved reliable so long as sufficient separation between the intended target and the

test tank wall existed to ensure adequate range differential between the target and the

background.
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Figure. 48: Stationary Sonar Target Edge Track Bearing vs. Time.
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Figure 49: Stationary Sonar Target Edge Track Range vs. Time.

Because of the sometimes unreliable nature of sonar data it was occasionally
• 4

possible to lose a target that was being tracked. Figures 50 and 5 1 show a portion of a test 0

where a pair of spurious ranges caused the sonar to lose the edge of the recovery tube after

it had been tracking for over 90 seconds. Figure 50 shows that between 96 and 97 seconds

into the test, two sonar ranges at approximately nine feet were obtained. The previous on- •

target return was at a range of approximately six feet. so the nine foot ranges were assumed

to be part of the target. The subsequent ranges were accurate and represented the test tank

wall at approximately 12 feet, but since the previous on-t1;rget range was nine feet, the 12 0

foot rangc was also assumed to be part of the tar-,+t. Figure 5 1 shows the sonar bearing as

it continues to sweep to the left across the wall which it believes to be part of the target. At

present, the only solution to this problem is to avoid situations where a spurious return will 0

cause loss of track. This means that targe must be at least ten feet from background

objects (or the range differential for target discrimination must be red .ced from five feet).
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Figure 50: Range vs. Time Plot Showing Loss of Track in a Confined Area.
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Figure i 1: Bearing vs. Time Plot Showing Loss of Track in a Confined Area.
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[/ { 2. Station-Keeping Results

S j The next series of in-water tests were intended to verify execution-level station-

keeping behaviors. Tests were first conducted using full target tracking and edge tracking

to maintain a series of stations relative to the 0.5 meter diameter cylinder. As UVW results

had indicated, both sonar control modes can be used to navigate to and maintain stations to

within six inches. As expected, the higher target update rates of the edge-tracking sonar

mode allowed more responsive control than the full target-tracking sonar mode and

resulted in achievement of commanded stations in less than half the time. Figures 52

through 54 show the results of a test requiring Phoenix to proceed through a series of three

stations relative to the cylinder using a full target sonar scan. In addition, the vehicle

maintained the final station for a period of 30 seconds. Vehicle heading pointed directly at
4l 0

the target for the first two stations and north for the final station.
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Figure 52: Commanded and Actual Range to a Cylinder with Target Tracking
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Figure 53: Commanded and Actual Bearing to a Cylinder with Target Tracking.
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Figure 54: Commanded and Actual Heading while using.Target Tracking.
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As can be seen in the previous figures, commanded stations were achieved and

maintained. However time between target updates was normally five to ten seconds and

occasionally as long as 20 seconds. This slow update rate resulted in a slow convergence

with commanded range, bearing and heading and an occasional tendency to overshoot.

While part of this is likely due to improperly tuned control corn ants, the fact that station

keeping using the edge-scanning sonar mode converges upon the commanded station much

more quickly indicates that the slow target update rate significantly reduces the vehicle's

ability to accurately control relative to the target.

Figures 55, 56 and 57 show the results of using edge tracking as the basis for station

keeping. Stations were the same as those used during testing of the full target scan based

station-keeping behavior. Again, the vehicle at hieves all three stations and maintains the
4 0

third for 30 seconds. The roughness of the range versus time and bearing versus time plots

indicates that further tuning of control constants is required. The increased update rate of

edge tracking when compared to target tracking enables Phoenix to achieve each station in

approximately half the time and significantly improves the accuracy of vehicle control.
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Figure 55: Commanded and Actual Range to a Cylinder with Edge Tracking.
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Figure 56: Commanded and Actual Bearing to a Cylinder- with• Edge Tracking.
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Figure 57: Commanded and Actual Hecading while using Edge Tracking.

Trhe final series of in -water tests were intended to test thre vehicle's ahility to

maneuver around the recovery tube in order to position for final recovery, Because of the

uneven shape of the recovery tube, this was a much more (lifficult task than maneuvering

about the cylinder. This test required Phoenix to travel through a series of four stations

YoSing the edge tracking sonar mode and maintain tl-e final station for a period of 6(0

sec~onds. [-leading was directedI at the corner of the tube being tracked for the first two

stations, and was aligned tvith the recovery tuibe for the final two stations. T1he AUV

starting p~ositionl was approximately I1I feet from thre front lfet corner of the recovery tifhe.

Trhe f'inal station placed the nose of the vehicle just inside the recovery tube. Fr, om this

position, recovery is possible uising the final recovery control mode described in

Chapter IV. Figures 58. 59 and 00 show the res-ults of one ol these tests.
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The ability of Phoenix to maintain station on differcnt types of objects using the

same sonar tracking anti control modes is clearly demonstrated by these results. This

capability has the potential to prove valuable not only during recovery operations, but

d(uring execution of various other types of missions as well.
* 9

3. Strategic Level and Mission Planning Expert System Results

While the prinary purpose of in-watei testing in support of this research was to

* verily CxCcutioI -levcl hehaviors upon which further testing would depend, an effort was

also made to test illiplovenicnts to the strategic level software and missions generated with

the mission plannin, expert system. In-water testing of Prolog missions generated with the

S inissimo-plamning ,xpeIt system were conducted in the NPS sub-Olympic swimming pool

in March 1996. Many oi the results of thc:;e tests can be found in ILeonhardt 961. Missions

consisted primarily 4 search missions and missions that transited through various

*1 0
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locations. Figui 61 shows a geographic plot of a search mission similar to the one depicted

graphically in figure 11. This mission was generated with the phase-by-phase mission
Ia

specification facility. The mission includes two waypoints, a hoverpoint, a sonar search,

and a GPS fix followed by a waypoiut and a hoverpoint enroute to the recovery position.

Similar missions were generated for ii-watcr tests using the means--ends analysis

portion of the system and also by manually editing mission :;pecification language files.

Results obtained during in-water testing were similar to results obtained in the UVW.
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XVS y ion Pl:t
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Figure 61: In-Water Results of an Automatically Generated Mission.
0

D. SUMMARY

Tests of features implemented during the conduct of this research were conducted

in two distinct but complementary environments: the UVW and the real world. UVW tests

were conducted to test features at all three layers of Phoenix' RBM implementation. These

I ests using methods described in the previous chapters resulted ii successful reco..)very in
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the tube in all but a few specific instances. The only failures occurred when Phoenix was

initially positioned directly in front of or behind the recovery tube and was unable to QI)

acquire and track a tube edge because of the narrow sonar cross section.

In addition UVW tests were conducted to test modifications to the strategic level

software and the mission planning expert system. These tests were highly successful and

show that an expert system for AUV mission planning/generation is an extremely useful

tool that greatly reduces mission generation time while improving mission reliability.

In water tests were conducted to verify low level sonar and vehicle control

behaviors. These tests indicate that the sonar control modes described in Chapter IV are

capable of reliably locating and tracking targets in the AUV environment. Also, target data

obtained during sonar tracking can be used as the basis for maneuvering relative to objects

being tracked. Maneuvering based on target edge tracking proved to be more responsive,

but both sonar tracking modes were successfully used for station-keeping operations.

station keeping was demonstrated relative to a 0.5 meter cylinder and also a recovery tube.
• .

Station keeping relative to the recovery tube using target edge-tracking proved precise

enough to position Phoenix' nose in a position from which final recovery as described in

Chapter IV was possible.
S

Finally, missions were generated using the mission planning expert system and

successfully executed in the real world. Successful in-water tests of expert system

generated missions verify the utility of the system.

In the following chapter, the conclusions of this research are discussed.

Additionally, possible areas of future work are outlined. The conduct of this research has

indicated -Mn.,u futue projects, not on ly rel~atinlg to the goal., o mfit, thesis., but

also to broader research goals of the Center for AUV Research and other organizations.
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. 41 VIII. CONCLUSIONS AND RECOMMENDATIONS

A. INTRODUCTION

Previous chapters of this thesis document the implementation and testing of

features intended to support AUV recovery in a small tube. The purpose of this chapter is

to di aw conclusions based on the results of this research and to propose possible areas for

future work. The following section discusses conclusions, Th.e section concerning

recormnendations for future work is divided into twelve subsections. Each subsection

discusses an area for possible future work that was directly or indirectly relevant to the

conduct and results of this research.

B. RESEARCH CONCLUSIONS

The most obvious conclusion of this research is that sonar target tracking carl be

used as the basis for precision autonomous underwater maneuvering. UVW and in water

testing indicate that the precision of this maneuvering is sufficient for use throughout a

recovery evolution. Further, UVW testing indicates that path planning and command

generation can be implemented at higher levels of the RBM to use lower-level sonar-based

maneuvering to plan and control recovery in a small tube.

A more general conclusion concerning the station,-keeping behaviors is the

applicability of sonar-based maneuvering to broader mission areas. The ability to take

station relative to arbiirary objects will enable an AUV to become an active participant in

the environment rather than merely an observer. This ability has potential applications in

many types of missions that require interaction with objects in the environment.

Underwater filming, sampling, repair and construction are just a few examples of potential
GI

AU V tasks that will require this capability.

4
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tha The most significant conclusion concerning the mission planning expert system is

that the use of a planning system such as this can greatly reduce mission generation effort

and improve reliability. Additionally, artificial intelligence planning techniques can be

used to create error-free missions that are guaranteed to accomplish the mission's high-

0 level goals (assuming the goals are in fact possible and no catastrophic vehicle failures

occur). It is this research aspect that may prove most beneficial to the field of AIV

research in general. Only through the successful implementation of easy-to-use mission

planning tools will AUVs evolvz beyond their current role of academic and industrial

research projects.

Another interesting conclusion that resulted indirectly from this research is that it is

possible to satisfactorily control a real-time system using an unmodified Unix operating

system. In Phoenix RBM implementation, hard-real-time (synchronous) tasks are executed

on the GESPAC computer under the OS-9 real-time operating system, while soft-real-time

* I(asynchronous) tasks are executed on a separate onboard computer running under the Sun

Unix operating system. Hard-real-time tasks consist primarily of physical control of

vehicle hardware. Soft-real-time tasks on the other hand, consist of high-level and

medium-level mission control, planning, object classification and navigation. Most of

what might be considered "intelligent" behaviors fall into the category of these soft-real-

time tasks. By dividing tasks into hard and soft real time categories in this manner, Phoenix

control software is implemented primarily on a system that many might consider unsuitable

for control of a real-timnc system. The only drawback of this system is that it requires two

separate onboard computers connected via LAN and relies on BSD socket communication.

Perhaps the broadest and most significant conclusion of this research results from

the successful use of the UVW for the implementation of vehicle software. The robustness

ot the UVW allowed for deterministic testing of vehicle software in a benign environment.

Features were implemented and comprehensively tested one at a time over a period of



approximately one year prior to in-water verification. By exhaustively testing software

features in the UVW prior to attempting in-water tests, it was possible to conduct the bulk

of in-water testing doucumented in this thesis over a two-week period. The UVW is a

virtually unlimited iesource, whereas power supply, hardware limitations, and logistics

requirements limit the availability of the physical vehicle for in-water testing significantly.

The in-water results of this research area depended heavily upon virtual world testing and

would have not have been possible were it not for the UVW.

While the preceding conclusions are significant, they amount to little more than a

first step towards recovery of AUVs using docking stations and submarines. A great deal

of work remains. The research detailed in this thesis is preliminary n nature and is

intended to begin dealing with issues involved with self recovery of an AUV in a confined

space. The following section of this thesis details some of the work that remains.

C. RECOMMENDATIONS

0 1. General Tactical Level Tests and Enhancements 0

The most obvious area for future work is the verification of tactical level features

through in-water testing. While the in-water tests described in Chapter VII verify the

reliability and correctness of the low-level sonar and vehicle -control behaviors, these tests

did not verify their use by the tactical level for successful recovery control. Along the same

lines, the development of tactics that use these low-level behaviors to accomplish more

general goals remains a topic for future work. In particular, these behaviors might be used 0

to implement many of the advanced capabilities outlined in lBrutzman 961.

2, Sonar Tracking Behavio: s

The next area of future work involves improvement of the sonar tracking behlaviors.

As depicted in Figures 50 and 51, under some circurnstances it is possible for the sonar to
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lose contact with the target being tracked. Even under ideal circumstances (error-free sonar

data and a clutter free environment), it is possible for AUV motion to cause the sonar to

lose track of the intended target.

Inprovements in this area fall into two categories: improvements intended to

prevent the sonar from losing contact with its intended target and improvements intended

to enable to sonar to regain the target in the event of loss (which also involves recognition

of target loss). If a full target scan is used, features can be extracted as thee sonar sweeps

across the target as documented in [Marco 96a]. This work might be augmented by the

implementation of a simple learning algorithm to "imemorize" target features on the first

sweep to allow tracking of arbitrary objects without maintaining a target feature database.

Successful implementation of this type of system will also need to deal with issues such as

asymnmetric objects which have different features when viewed from different angles.

Successful implementation of this type of system to support the fasier edge tracking sonar

mode might involve ljcriodic sweeps across the entire target to ensuwe that the proper target

was being tracked (by recognizing and verifying the features recorded in the previous full

target sweep).

The computational and storage requirements of this type of system will doubtless

necessitate its imr)lementation at the tactical rathei than the execution level. Since learning

and object classification are involved, placement at the tactical level is a good match with

ideal RBM tasking. Tactical-level implementation will allow implementation with

minimal changes to the current execution level sonar modes. The addition of commands

to the execution level command language to enable switching from edge tracking to target

tracking for one sweep is probably the only change that is required at the execution level.

4
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3. Sonar Ciassification

A third area for future work exists in improving Phoenix' sonar classification

capabilities. While a significant amount of research effort has already been directed at this

topic, current Phoenix sonar classification capabilities were not specifically intended to

support recovery operations. Sonar classification research to date has been directed at the

general case of translating sonar data into line segments and polygons representing generic

objects [Brutzman 92, Campbell 96] and the specific case of classifying mine-like objects

[Campbell 96. Marco 96a]. Complete implementation of recovery capabilities must
q! 0

include sonar classification of the intended recovery device. The most straightforward

implementation of this capability is probably best performed by augmenting currently

existing sonar classification algorithms.
6l 0

4. AUV Tracking and Control

While the PD control laws discussed in this thesis are fairly effective, the

experimental results of the previous chapter clearly show that they are far from ideal. In

practice, sliding iilode control laws such as those derived in [Marco 96a] have proven more

accurate and responsive (albeit more computationally expensive) than PD control laws.

* Because of the current Phoenix execution level implementation demands and a weak 60830

CPU, the incorporation of sliding mode control laws (for station keeping and other control

modes) may be possible only after optimization of the execution level as described later in

* this section. A more thorough discussion of various control modes and their suitability for

AUV control during recovery can be found in [Chapuis 961.

In the interim an effort to tune PD control constants is necessary. The present

* Phoenix cxe•:ction level uses PD control laws for all closed loop control modes (hover

control, waypoint control, etc.) and will require tuning of constant terms of these control

laws as well. UVW tests docume,,ted in the previous chapter demonstrate that PD control
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laws can be used to obtain smooth motion along a planned path. Tuning of constants based

on accurate Phoenix hydrodynamics to duplicate UVW results durihg in-water testing is

4I therefore possible. Ideally, this work will proceed in parallel with UVW validation

discussed later in this section, since accurate UVW hydrodynamics will enable tuning of

control constants without requiring in-water tests.

4 Similarly, an effort to ensure standardization of control law nomenclature among

the various Phoenix control modes is needed. This will facilitate the modification and

tuning of existing control laws and the implementation of new control laws as well.

4 TFinally, improvement of the mathematical model used for dead reckoning between

sonar target updates is required. Errors introduced because of an inaccurate mathematical

model lead to improper control response that can be counterintuitive to diagnose. This

4 phenomenon was encountered on numerous occasions during the conduct of this research.

The six DOF model of the UVW world demonstrates that accurate mathematical modeling

of ALJV hydrodynamics is possible and can nin in real time. Improvement of the

D 4 mathematical model represented by Equations 30, 31 and 32 will improve many aspects of

the system that depend on accurate vehicle response in addition to thoS;e documented in this

thesis. Hover behavior, navigation and sonar classification are three examples. Ideally, the
0

need for a dead reckoning mathematical model can be eliminated entirely by the

incorporation of an IMU as described later.

5. Ocean Current and a Moving Submarine

Because of the preliminary nature of this research, no real-world experimentation

was conducted into th, ,ffects of current duining rcouvcy. tJVW testing in the presence of

a uniformly constanm ocean current pointing in an arbitrary direction demonstrated that

these control algorithms are robust, but before this research can be applied in ail

uncontrolled environment such as the open ocean, it will be neces;ary to research the

I
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efte")cts of time-varying cutrent during s ation k, cping operations. Flow field issues

3 (imuding their effects on control laws) aeed to )e addressed in detail. Recovery in tle

to peo tube of a moving submarine wi l requiri the resolution of numerous similar is ue.

Research docutented in Lhis th sis deal only with station keeping relative to

st tion;ry objects in a current-free envionment Nontrivial steady-star.e and varying

cu rents (as well as target motion) are i sues th will require significant research effi its

6. Obstacle Avoidance 1)uring Recovv

The tactical level of Phoenix cucrent sof ware implementation conducts path

pE nning and obstacle avoidance for wa /points nd hoverpoints I Lconhardt 96]. Obstacl

av ,dance is not currently included in dic recov ,ry path planning discussed in Chapter N,

of this thesis. Vehicle safety during recovery "p rations requires that this issue be resol 'e.

Fcaures already existing at the tactical evel wi I adapt fairly easily to this role. Recocq!

pa li planning can then use these enhan, cd featt yes to plan an obstacle-free pat.h.

Q) 7. Sensor and Hardware Issus.'s

The most significant hardware i ;sues er :ountered during the condiuct of this

re •'arch involved Phoenix navigation s rstems. While the Divetracker, GPS and

4 di tcrential (ilPS systems make up a rob list navi ational suite by most standards, lheý arc,

al asynchronous in nature and provide iavigati mal updates (fixes) every few secondcs a

bh st I McClarin 961. The asynchronous nature I' hardware-derived navi,.ational dart

n4 cessitates the use of the dead reckoni g mathtmatieal model described Chapter IV for

re d time navigation between fixes. Th • turbo- 'robe speed wheel mitigates this probler

soi newhat when the longitudinal motion of the v ;hicle exceeds approximately 0.25 fe p v
*@se .ond, but even in this instance, the la oral muo Jen of the vehicle must be accounted "or

(e . using the sideslip model discusse I in Chia )ter VI).

*
13

* 0



4 0

As previously mentioned, the mathematical model currently in use contains

inherent errors. Even a far more robust mathematical model is unlikely to account for (A)
0

external disturbances such as wave motion or uneven current effects. Navigational errors

introduced by the mathematical model have a significant negative impact on all vehicle

functions that rely on accurate navigational data. Among these are hover control, waypoint
0

control, path planning, obstacle avoidance and object classification.

Research is currently ongoing into incorporating an IMU into Phoenix [Bachman

96, McGhee 951. The successful implementation of accurate real-time navigation using an

IMU is critical to many Center for AUV Research goals.

3. Strategic Level Enhancement

A possibility for future work ie R13M strategic level includes portiog to other •

languages such as Ada95 (including the development of phase templates and automatic

code generation programs) [Holden 951. Additionally, work to be conducted at all three

levels of the RBM will involve the expansion of the strategic level's primitive goal set and •

execution level command language IBrutzman 961. Present primitive goals primarily

support search missions. Future improvements might support run--time communication

between Phoenix and its support platform, dynamic missions that can be modified as 0

directed by the support platform, and mote versatile interaction with located underwater

obiects (eig.. mine neutralization).

It may also be poss;ble in the near future to implement a more dynamic strategic 0

level that is capable of constructing portions of the DFA at run tinie. This might provc to

be a very useful feature, particularly given the unpredictable nature of the marine

environment. The previously ,ddressed shortcomings of the mecans-ce(ds analysis 0

algorithm (particularly those concerning non-optinial solutions) may prechdcie its lisc inl this

ioinntmer. Ih wever, another planning algorithm such as search rcduction through least

i4)
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commitment, dependency-dir-ected search, or ineta-lovel plainning [Tate 90ajI may prove

more applicable in this area. Plouming systems such as Twe:'lk [Chapman 901, MOLGEN X

[Stefik 901, NONLIN [Tate 90b], DEWSER IVere 901, and FORt3IN IDean 901 for-

example, address both the efficiency and the temporal aspects of their solutions. Other _

issues to be dealt with before this type of self-modifying system is possible include

missions of nondeterm-inistic length and goal prioritIzatIOn1.

9. The Mission Planning Expert System

Possible future work mig-ht also be drected at improvemients to the mission

planning expert system. Obviously, as the functionality of Phoenix evolves, thenmission

planning expert systern will need to evolve to take advantage of new vehicle capabilities.

Additionally, work is ongoing to simplify the phase by-phase mission specification portion

ot the system and to Improve the automnatic nhissioii-generatioi portion of the system.

Ideally, the means-enids anualysi s algoritlon will evolve to allow automaitic gener1L'ation1 Of

missions that take full aldvantage of the DFA structure of the sti-ategic level. It'dih. *
automatic mission planning is enihanice-d substantially, itmay be possible to completely

elininate the phast-Ihy-phiase specification p~ortioni of thc system without sacrificling

flexibility. Other plannling11 systcemis incluld ing those ninetionedit s possible runl -tim li iss I n1,SS l

pl Ianners, mna y prove Useful in this areil its well. Mod ifications that may be appIic able in the

short term include modifying thme phase-by-phase specification facility to Incorporate error

correct ion -rather than simple error detection.

One, potential mission planner imiplementation might involve at comihinati n of

nwans-entis analysis withi another search technique. For instance by as:,igniiig costs to tile

iappifCatiOnl Of echll operCIator, it is possible to dctenuline thle toti' I cost of a solution. If' a

Iiybrlid meiat s endls/search .1lgoriti o is applied ill parallel to finid uper1ati oil 5cC( ticlicceS

satisty ing each top le-vel goal, the costs of each piartial solution canl be coinp~ned. Bly
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choosing the lowest cost option and reapplying the algorithm to the remaining goals

(starting from the end state after application of the low-cost partial solution), a sequence of

operations can be generated to accomplish all of the goals. This strategy amounts to it

combination of un-arks-ends analysis with best-first ý:earch [Winston 921. Other search

.strategies may be -iseful in this sort of implementation as well.

Finally, the current version of the mission planning expert system is dependent

upon the availability of Quintus PrIolog an~d lProwindows. Possible future, work to permit

cross-platform rindependenc.e includes porting the expert systemi to an [IUM L interlace that

4 can be run~l across a comipuic Licntwork. SiUChI systeml WOnl H proIbl y i vlOV j' SCIAseve-

based script that Cexcute!s queries zig Hist 111C rule base. SinIce such1 ai systeml c.an be runI

tronm any platform using any web browser, such anl approach pmI'viteS compljlete 1fainhil-rz

4 and window system independence.

10. Operating System Issues

4 ~~One of the conclusions drawn earlier in this chapter Is that it is possible to control* *
-ireal-time system using a standard Unix operating system. This does not however mecan

that it is necessarily desirable. i'hc requirement of two computers and the cl iance upon

4 network comnrunications may justify the transition to a siogle computer running a real-limeC

Operating system I1such aS VxWorks, [Wind River Systems 9J51. On the other hiand, sinco the

cXecutlon level is nlot Multi- threade~id, It mlay he possible to co)ntrol c venl the ha'-rcll I

4 risks hy using ai dedicatud pr(c(ssor ruinning ai standa~rdI op)eratinlg systemI suIch JS U11X

Th'Iis inplem entation still requires at least two onboard ciii oputers. As both of these

alternativos itre worth looking into, a comuparative study may lead 1o iliterestinrg and

4 insightful conclusions that will he relevant. to a number of areas in adini tion to At NV

research.

4 0
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Another operating system issue involves the concurrent process implementation of

the tactical and strategic levels. [he Unix version under which the current system runs

does not support shared memory between separate processes even when they are forked by

a common process [Stevens 921. This shortcoming necessitates the use of I Jlnix pipes forr

iiiterprocess communication. Newer versions of the Unix opcriatilng system now support

shared memory [McKusick 961. It may he worthwhile to rewrite the communUlications •

portion1s of the tactical level to use shared memory for some communications. This might

improve the efficiency of the tactical level and may prove more readable as well. While it

41 is probably impractical to replace all interprocess conununication with shared memory, 0

maintaining a single copy of the vehicle state vector as opposed to one copy for each

tactical level module might prove very beneficial. A similar upgrade ot the strategic and

4I tactical levels that addresses the same issues might be their implemnentation in an inherently •

multi-threaded computer language such as Ada95 [1 lolden 951.

S11. Code ()ptintization

Numerous features hae been added to All three layers Ph',c,•i RBIM

iniplcmncr'tation during the conduct of this and other research. W\hi Ic these c w ifoatures are

4 quite robust, little effort has been cxpcnde.d to enisure cfficiency of the overail systemi- As

a result, the execution level in particular is oily capable of maintaining a synchrmnous

speed of just over five Hertz I Burns 1)6j. While this st)edl appears adequate, it leaves little

romn for future enhancements. The two pos;,ible solutions arc the methodical optimization

of source programs or ai l.mpgrade of execution level compu~ter hardware (which likely will

require a software rewrite anyway).

While thle- taclical level does not cuilrrently sufrtier from inleficicicy to I(: a.9.reat a

(leerec as tlhc cxcculion level, optinlization is still possilic. At the strategic level, howetvter,

readability is considered more imopm tant than efficiency. Thllis coUpled with thc Ielatively

• 1
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small size of strategic level programs makes optim-ization of this software, layer

unnecessary.

12. Underwatt Virtual World Improvement

A final area for Possible future work is improvement of the UVW. As discussed in

C the previous section, the UVW pioved to be an invaluable tool during the conduct of this

research. Validation of the UVW by using real-world data to tune hydrodynamnic inodel

coefficients will mnake it even more valuable. Tuning of control constants based on an

invalid vehicle response model inevitably leads to control problemns that are extremely

difficult to diagnose due to the large number of coefficient and variable terms in most

control laws. P~roblemrs of this sort enicountered dlurirre thoý research included 1)0th

overdaniped and Underdamiped control law coefficients. Comiple-te validation and

verification of all vehicle. hydrodynamuic response paramneters is esseniital to the- accurate

modeling required for development ot reliable contr-ol response. TIhis 'is easily the must

important area of research concerning the IJVW since improv ing the accuracy of vehitcle* *

response. in theý UVW will have aI draiatic effect oni the reliability of developed sofi ware.

Another possible area of work concerning the UVW is the translation ofithe viewer

fronm C++ and Open Inventor to Java IGosling 961 and the Virtual Reality Modeling

Language veision 2.) (VRML.) IVRML, Repository 961. Iranslation ol network codec to

Java and grialhics code to VRML will allow use of the UVW on any platformn using a

VkI.-I cornpatihle web browscr. It Will AlSO taci IitatC the' shar-i 01! Of W0rld in 111,1S by

al lowin~g objects to be inmported into the IIVW from anywherce on tht, ;.icrOct.

1). SUMMARY

TI his chapter discusses coneCl oSiOrmS traWn based on this research and possible- irraS

for hirture work. The first major co- clirsions of this work arc that it is possib~le to use ia

inform-ation as the basis for proc ision 111aneuLvering of ar Al V and that higher level
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behaviors can usc this capability to control recovery operations. Adhititonally, precision

maneuvering based on sonar data can be implemented in a general enough way to facilitate (~

its use during various portions of a mission. It was further concluded that at mission

planning expert systorm is an invaluiable. tool for the rapid developi mint of complex mis'sions

that arc free f1`om1 eror-s Lind accomplish the mission's goals. P~ossibly' the imost imlnprtnt

conclusion drawn fromn this research is the value (4 the UVW for rapidi deve1plWpmet ainl(

testing of vehicle software~

During the conduct of this research, numerous areas for potential future work were

encountered. First is the development and in -water verification of tactical level bechaviors

that rely onl the sonar and vehicle control behaviors described in this theit-sl,. Other

possibilities direc:tly related to furthering this research area are the enhancement oi*the

sonar tracking behaviors, sonar classificaltionl dir'ected at icltntificiitioll of the re-covery

device, improveenicts to the current PIl) control laws and tiead-rcckoniiig mathemilatical

miodel, and dealing with ocean current, moving targets and unexpecuted obstacles during

recovery operations. Concerning the stratevic level and the m1ission planning expert

system, Possible fiaturc xv ik incl~udes iiuple~nentatioii oIf a more1- dynlannei Str~ateg'ic leveCl

capable of filimited run- timei planning, improvement of- the aiitornatic Mission generatioin

and phase--by-phase mission specification facilities, and: porting oftheli expert systeml to) a

platform-indepciident server based architecture accessible from the internet. I"Aially, more

genefral areas of- possible future work include a comparison of real-time and standard

operating systemis for AU V --ontrol, optimization of thle execution and tactical level

programs, validating the U VW based onl real wortld data, and ultimately conver-sion oftic h

I JVW vi(Wter to hIa'1 ;md~ VRMI'
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APPENDIX A. OBTAINING ONLINE RESOURCES

I One of the Naval Postgraduate School's primary missions is to conduct research of

value to the, military and public. The ('enter for Autonomous AUV Research makes all of

its significant work available online. Via the Interaet, copies of all current software which

is used to run Phoenix or the underwater virtual world are available for downloading. Other

items availaole include graphics images, photographs, master's theses, Ph.D. dissertations,

briefings, personnel listings, and other information relating to AUV research at NPS.

i Lzeonhardt 96]

An clectuonic mail (e-mail) group (auvrgCcs.nt)s.navY.mi1) is used to distribute

message traffic to all members involved in the research group. Interested individuals grrnIlp

can subscribe to the e-rnail group by filling odt a request form which is available on the

Center for AUV Research World Wide Web site (http.//wwwi., s.naev.nilires'arrh/

au'). iLeonhardt 961

i 0 Files for the software can be downloaded individually or as a complcic compressed

archive package. In addition, numerous sample 1m1issions written in llrolo,, (2±++. and the

executon level scripting language are included. The complete download and installation

instructions are available at the Software Reference site

(hirl. I/wv .stl.no.navv.milI-brutzmanadissertazion/softwarerefeýrcnc,,.hml). l'he size

of the complete uncompressed archivw is approximately 15 MB.
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APPFNI)IX B. EXECUTION LEVEL C()MMANI) IAN(;IJA(wE

4 This appendix contains the mission.script.HE 1,P file. This file describes the syntax

of the execution level languawe. This language is used to construct mission script files that

can be read by the execution level or tactical level process to execute a scripted mission.

4 Additionally, this language is used by the tactical level to direct the execution level in order

to accomplish strategic-level goals. Finally, this language can be used iieractively and

entered from a command line to control the AUV using one command at a time. The

4 mission.script.l-IFLP file also contains instructions on how to construct and use nij!,,,;iff

script files. This file is available online at

h/I:.I/Vi, -. o .vtl. np..na vy.MilI--hrutznn mldi.sertaticnisoftivrre_r fi'eree.htnml
']'his file is availablr individually (1r as part ol the .mr package containing all Phoenix and

WVW softwarc.

I I
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()mission. script -PELIP 1.2 August 96

Mission script syntax for MrS AIIV execution level and tactical
control, in water and to the NPS AUV Underwater Virtual World.6

htcp: //lwww. sti. ups .navy .mils/-auv/execut ion/miss;Pion. s3cript. HELP

Don Bro tzman bout zrnan@nps. navy. il1

If----------------------------------------------.------I

This tile descrabes how to change and -create NPSý AUV mission script, tiles.6
Example mission~script files; end theý execution' program are in the
--/executaeni subdirectory.

Script coammands are received by tihe AUV execution level (a-Xecution. :1 from
the tactical level dorins a misscion, the operator at the keyboard, or
read from the 'miss~ion. script* tile. Both tactical and executrioii cani

* carry out mis-sion scripts.

To roin a new mission, copy a different existing mission fieover tile
'mission. script' or edit the mission.script tile for a new msin

Example:

unix, rod exccution
unix> cp miss:ion~script.siggraph mission~script
unix> execution virtual tletch.cs.nips.navy.mll

or
unix> execution virtual fletch mission mission. 4rcript.siggraph

Many of the following commnands will also work when invoked from the c~ommianid
line upon execution. Detailed coimmand line guidance is, als!o available
interact~ively using the online NPS A1JV process launchwi form at.

* Ihttp. //blarkand-sr] .aips.navy m~il/--auvllauncher /launcher cgi

Num~erous anoint keywords (and synonyms;) are currently recognized. Wo have boo'n
genero)us in t~he use ot synonyms in order t~o reduce the possibility of
catastrophic spelling errors. This approach might be further. extunided
to include s-ynonyms3 in other languages3 (French, PorL~ilouesoeot-r.
Hiint- h nt!

Sections- in thi~s synt~ax help tile-:

Helm cormmands: open- iso3p and c-losed-loop control
-Navigj.a.: ion commands,

- Mi!,sior. timing commands
Mission setup and configuration commands.

-Sonar comtmands;
Mi-scellaneous, commands;

- - --- + - - - - ----.. . . . . . . . . . . . . .

Koyw,)rdF I Parameteos Inpeocnintion
SIynon~yims I (optional] I I(all unitsý ar.? feet., degrees or: secondls as, Cpproptiatej)

-------- - --------- ----- ------ -- -

f; / l2e n commsands: open- loop and clos~edl-loop control -- -- ---- 1

RPM ft 1#ft Sotý orde!red rpm v~alues to # for both p~opciiors-
P PEEL) Q [ itii [ or independently set Jeft t.& r ight. rpm vs Pijes

PRO~lP (Ift]l t # and #t# respect avety I
P~tPELI.C) # lit#41 maximum grope]lo sc~~peed isý - -100 rpm ý> 2. II 1:45
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THRUSTERS-ON Enable vertical and lateral thruster control
4W THRUSTERS
.9] THRUSTERON

THRUSTERSON

NOTHRUSTER Disable vertical and lateral thruster control
NOTHRUSTERS
THRUSTERS-OFF
THRUSTERSOFF

RUDDER # Force rudder to remain at # degrees, thrusters-otf.
Value is for after rudder, negative command turns left.,

DRADSTICKRUDDER[#I Force rudder to remain at 0 [or #] degrees,
thrusters- off.

COURSE # Set new ordered course (comnanded yaw angle)
HEADTNG *
YAW #

TURN f Change ordered course by # decgrees
CHANGE COURSE C (positive f to starboard, negative f t-o oort)

PLANES f Force planes to remain at # degrees, tnrusters-etf.
Value is for after planes, ncgative command points down.

DEADSTICKFLANESI#] Force planes to remain at 0 for #] degreer,
thrusters-off.

DEPTH f Set new ordered du_ýpth (cotmtanded z;

PxTCn ft Set new ordered putch (commanded thoeta agle).
THETA # ')nly etfective during HOVERCONTRDI,.

ROTATE # open loop lateral thruster rotation conrlt!
* • at 0 degrees/sec

NOROTATE disable open loop lateral thruster r"tation control
ROTATEOFF
ROTATE OFF

LATERAL f open loop lateral thruster translation control
an f ft/sec
(positive is to starboard, maximum is 0.5 ft/eec)

NOLATERAL disable open loop atuernl thruster translation control
LATERALOFF
LATERAL-OFF

i/ Naviqation commands - . . . ... . . . . . .. . . . . . .. .//

1IVETRAVRFR1 # ## *##Position ot DiveTracker transducer 1
aDVETRACKER2 f #4 #*#Posriton ot DiveTracket tiandancer 2 0

Still need to inc{,rporarc bearing to DiveTrackers.

GPS Proceed Lo shallolw depth, -ake Global Pr.si t iciing
oFtFIX ySt5UM1 Mt's) f I'I, WS M er.,,t'it: , (ti ((-, 'I-tlo -jlei doalM 0.

GPS-FIX Co'itrol (thrn:o -,i,;, propel Jors/plaetesw, cormbtied)
is not modii red. HMx'nim'i fix Limk' is; in se-:coln,

rt whi ch t i lime 'xrl.lrr- r'a -t-tu c'r, t-)o prev i 0,1:;-; '
'Il le)md .-t~a h.

(I',- ('I)MPLE7TI C-;PS fix aomnp tcp , 1Ec;jl rs' tI'1'Vl iolS y (]l½PC I i tIt. Li

';:11; FIX (COMPLETtE

:;YRt0 ERRtii' ft lr'cp a, : ait of r (-t rrt-st'.rrcil for qJyrc':cmpl c;
f;YROERRou h [ l;YIp ) IERROR T 'y<It: ]
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DEPTH-CELL-BIAS * Feet of bias c.ror measured foi deoth cell.
DEPTHCELLBIAS # [DEPTH CELL Z + BIAS = TRUE Z)
DEPTH-CELL-ERROR 4
DEPTI'CELLERROR #

POSITION # ## (***]rcset vehicle dead reckon position no (x, y) or
LOCATION # #4 [#4#*]x, y, z) = (Q, ##, #*#) at current clock time
FIX 0 44 Q#4*]This is a navigational position fix. Receipt of a

POSITION/LOCATION/FIX command resets the execution
level dead-reckon position. Note that depth value z
will likely be reset by depth cell if operational.

ORIENTATION # *# ##*reset vehicle orientation to
ROTATION * ## *#*(phL, theta, psi) (#, *4, ###)

POSTUPE 4a 4b #c #d #e #f
reset vehicle dead reckon posture to
(x, y, z, phi, theta, psi) - (#a, #b, #c, #d, #c, #4)

OCEANCURRENT #x #y [#z] Ocean current rate along North-axis, East-axis and
OCEAN CURRENT #x Qy (#z[ [optional) Depth-axis (feet/sea)

(this is cartesian version of set and drift)

WAYPOINT #X #Y [#Z] 1#rpm]
WAYPOINT-ON #X #Y [(4] [#rpm]

PoinL towards waypoint with coordinates (#X, 4Y)
(depth QZ optional) (speed 4rpm optional). You can
leave waypqint control by orderinq course, rudder,
sliding-mode, rotate or lateral thruster control.

If in TACTICAL mode, execution reports STABLE when
waypoint is achieved.

STANDOFF # Change standoff distance tot WAYPOINT-FOLLOW and HOVER
STAND-OFF * control
STANDOFFDiSTANCE *0 4 STANDOFF DISTANCE 4
.STAND- arpF -DI[STANCE*

HOVER )fX WY 4 [4. flover using thrusters and propellers tor lonqitudinln
and latelal positsoning at specified or previaW
waypoi nt

HOVER [OX #Y] [#Z[j[arienLetaJo] [#standoff-distance]
* Uses WAYPOINT control until within 4cr ,ndoff-distance

ot HOVER point (*X, 4Y, 4Z), then swci ,'-(es to
HOVER control with [p ,oinal] A2na. *.orientation

Full speed (700 RPM) port & starboa,.1 ic ,qpd it
AUV distance to WAYPOtNT i) > #standoff--distanre + 10',
then slows to 200 RPM until within #srandoff-distance,
then HOVER control.

HOVER without parameters is the p-eferred method of
slowing since backinq down wiLh negative propellers may
result in large sternwaý and ,rova_ýre depth excursions.

If in TACTICAL, mode, execunrion rtcarts £TABLE when donz!.

))OVEROFF Tutrn off HOVER mode
I!(VEH OFF
HOVER, OFF

TARGFET'TA'TION 4R *2 [#Psi]
'I'AP'•;PT ST/• TI')ON iSF< 41, )fPl:i]

Hover rel at te ' ,r sonar [argqe'n at r rw - ORP anda
t1 Irqet beitd iino W0 ft 0m aho A[V - oFamInitlId A'JV

152



heading is *Psi (default is point at, target
Stationkeeplng will use full target '-racking
sonar made

4 ~TA.RGET'STATION #R1 *31 #R2 4S2 [4*Psl]
TARGET-STATION! #Rl *01 #R2 #B2 [*Psil

Hover relative to sonar target. Target currently
at range *--01, b~earingf #21 from AUTV. Commanded
range =#R2, commanded bearing -#B2, commanded
heading #4Psi (default is paint at target).
Stationkeeping will us--e full target tracking
sonar mode

EDIGES'PATION #F #0 [*sil0
£tDGE-STATION 4R #0 [#Psi]

Hover relative to a s3onar target at range = #R and
target bearing #B fran the AIX. Commranded AUV
heading is #Psi (default is point at target),
St~ationkeeping will use full target tracking
sonar mode

EIDGESTATION CR1 #B1 #R2 #02 [#Poij
EDGE -STATITON CR! 4Bo #R2 #D2 [#Psi]

Hover relative to sonar targec. Target currently
at range -#R1, bearing 401 tromt AT]. C'ommuanded
canoe :;CR2, commanded bearing . CBIi:' comni-inded
head;tng -ý *Pu-i kdelault- i-s poinE at taraet:
Stationkeaping will us~e targqet edge crarkitt(
soýnar trade

TARGET OFF Turvn off staitiankeeping Control mode
TAROETOFF
NO- TARGET
NOTARGET

TARGE-7-POINT Commanded #Psi during st-acionkecrping will point:
* 4TARGETPOLNT directly au- target rente-r

NO TARGET POINT Co~mmanded #11:.i during statlonkoeping can be
NOTARGETPOINT manual ly con' rolledl using [HEADING commands
TARGET- POINT OFF
TARGETFO INTOFF

EN fI'RTOBE it it# Experimental control modo. TPhis tolils execution level
tITRTUBE 4 4*4 that nose has entered the rube-, drive the rest of the

way itt using dead cact&i, let forward motion anid soýnars
(pointing to opposite sides) to maint-ain rube, side, wall

st~andojff. Parameters:
# How far tot-ward to travel to be buyi insidle tube,
44 Tuibe orienatalion in ''e

AIMT 4 Mo, rP (or rain' for # -second:; ( -et itigt ho Ptob ru or xoeito
[0 ii C pr t L o raadi nc f rom the scrtiptLi agja ie

*f in i 'V-YICAT. mode, exe--cut: ton a georcoo W.7 [1' ''utitrial~id

I 'M: soit {or runj uintilI robe' cioc l~imti 0
4WA I FONT 11. 4 (Ieili.ng teec robo~t execot, itsI ci'rrrert order I:t

Ai~n~B~htT 1 4 rior tii read;r' eq ,II oa;iiaer4 ftl I' ie al

if' .1it 'PACT ICA. mode, E~xecrit-iion igenore; TtMP. nitt-indrtr.

T1IMEF'rT:P # a defeolt- e'x'cut jolt level I ltre:I op 11 rrrltlv;))
TIME *mm~r C Itrn default aW 0i.I osea Iai
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STEP loop for another timostep prior to reading script again.

SINGLE-STEP Only useful in eXecution keyboard mode.

PAUSE temporarli v stop execut~ion until <enter>, is pressed

REALTIME run execution level code in real-time
REAL-TiME (busy wait at the end of each tinestep if tine remnains)

NOREALTIME run execution level codo as quaickly as possible
NO-REALTIME
NONREALTTME
NOWA IT
NO-WAIT
NOPAUSE
NO- PAUTSE

I//Missior setup and configuration commands------------------1

HELP Provide a list of available keywords

'? (as specified in this HELP tile)ý
/7

/1 comments follow on this line which are not executed
I. note comments will still be spoken if AUDIO-ON
* pound sign also indicates a comment if in first coiumn

I'Three startup modes: [LOCATIONLABI I TETHERED I UNTETHERED

4 LOCATIONLAI3 vehicle is operating in lab using virtual world.
LOCATION LAB This is default mode.

TETHEPR command line switch only, used for in-water runs
TETHERED set Di SPLAYSCREEN=TRUE and LOUAcTIONLAH=FALSE

UNTFTHER command line switch only, used for ini-ware r runs
LJNTETHEikEE' set DISPLAYSCREEN=PALSE and LOCACTIONLABtEALSE*
NO0TETHER
NO T'ETHER

"EIRTUAL hosrnzrmo tells ex~cution lcvel to open sucke. L-a virtual world
' RTUALH r:';r hosrt.-ime which is already running a.nd waiting on 'hofotname'

I:MPE ~ s name VIRTUALHOUT is a comimand line switchi. Example:
RENCTEFUST r it name unix-, execution virtuallios;t fletch. sltip.nps. navy ml 1
r)Y NAIM I C:; hostL tamne

TACTIFCA L Itostoiams tells execution leveýl t.o upo-n socket L-) tactical level
TACTICALMOS'T hostnamne which is already running and waiting on 'hostname'
STRATEC'C' hostrramLŽ TACTI(ALISTRA'IEGOIC is a command Line wich Example:
SýTRAfE ;l'lHtEFT hou.tnamieuniix> execut~ion tact icaihost tietch.stI . nps niavy -nil

MLINf I lenaOMP Replace 'mission .script-' with ' tilorlnone' and startt
RIFT ft lenam the new mission. Reod ýactýical cumetiands for execut~ioni

4 i~ I ei. cram. (eve] from filename.

LElIPNE1TEY Iii on-1tic Playback pre~recorded teicitrety data train filename.
Consider using with NOSCRTPT if no script file present.
dynamnics sti ~ld 1), run with selection
Et LIE16-UI O ULt LOS. _witiiOti-t--tflAL ten 1 ýVi

N5)2 1kIZ I PT lntoncr script command file. Sol1 ct iv rely noqed
4iii r-tMiriinot i ari wi n.h TELE1FtIRY da F il t' ,it aviu k .

V L", N)A IJ .> 1)U c':iaanonuls trom keyboard

V.71) ,APII 1U I l :"I ip I rT flffn ttom) i 0Ico.'c ipI 1 (i



TRACE enable verbose print statements in execution lewv]
TRACE-ON

TRACEOFF disable verbose print statements in executron level
TRACE-OFF
NOTRACE
NO-TRACE

LOOPFOREVER repeat current mission when done.
LOOP-FOREVER each repetition is called a 'replication.'

LOOPONCE do not LOOPFOREVER, stop when end of scripL _i reached
LOOP-ONCE

LOOPFILEBACKUP back up output files during each loop replication
LOOP F-LE-BACKUP to permit inspectior while new files are written

the backup files are in execution directory:
uLtputtelCemetri.previous & output.lseo.id.previour

ENTERCONTROLCONSTANFS start a keyboard dialog to enter t
ENTER CONTROL-CONSTANTS revised cent ol .. lgorithn cocot icintis

cONTROLCONSTANTSINPGTrJ]LE read revised cv:';ýrol algorithm coefficierw-
CONTROL -CONSTANTS--INPUT-FInEfrom file "contielconstants.input'"

BENCH-"EZsT Simplified initial command-line ,ararmeter fýýr quick
BENCHTEST switch setting during Russ's control and prop testing.
BENCH 0

NOTEXT Eliminate text display in command window
NO-TEXT (useful for ve-bose/long rurn in virtual woild)

TEXT Turn text display in command window back on
TEXT - ON

QUIT do not execute any more conmiands in this sctipt, hut
STOP repeat the mission again if LOOP-FOREVER is set
DONE
EXIT
REPEAT
RKSTART
COMPLETE
<cot> marker

KILl., same as QUIT bat also shuts down socket to virwual world
SHUTDOWN 'dyhamics' process.

/ / SOnd commanrd. - --- _ ------ -.- -- . /-/

5r)jqAR72% ft, 5): Q p si the" w.ij tI (#O ), Lra i(p' (lii), t1,, pow*i (#p) ,it Lilt
SCNA[R 725 #b Or 4p ST-025 qonar. Inr virtrhl Vi)Li Id, lutarilti 1' ItOcii'-Alty 1,)t

SONAR _ .I2- b #h r p -;oinner model-. Fn wavont, th1is.: :-:[ :ie L'l-i in ihe- :tiho
41725 lb 4r #p vector for replay and c•,5501itO;•n .(;I.

!:()NAP IL U) In 4 tinui ly coltrrol the STII00 00o1ht1 beat iiiq 1t, Sir iisgrý,::
SONAR - 0 4b tl Ast i v. to Phoctoix leant liig
SONART)000 4b

s5'AN-WD1Ttpi 4 Tonal degrees iar defaoilt ST10GU .sono.r q:can. centeied i
S 'ANW I D'Tj 14 I-.thou b boW

!'iNARTPACE Egnabl e verbose print statemo.'rts in execuit io1 -110,l code

IICINARTP, A1ElI-'I.' b:1 l , vC 0 'r, Ili. i il :t OI,1t1'I('Iti 0- in 1)C(1WlIt 1 inn :r1111r I code
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LWV ./

0

SONARINSTALLED sonar interface installed, use tShea
SONAR- INSTALLED

NOSONARINSTALLED Sonar intocf ice not instal led, don't USE,,~
NO SONAR- INSTALLED

// Miscrellaneous commands --- ---------------------------

PJUDIDLE enable text-to-spOeech audio 011tPUt
kUDIlO
AUDIO-ON
SOUND ON
SOUNDON
S OUND

SILENT disable t-oxt-to-speecb audio output
S ILENCE
NOSOUNO)
SOUNIIOFF
SOUND-OFF
AUDICOFF

* AUDIO-OFF
QUIET

SOUNDSERIAL rotll virtual world to pause while plajing back sound
SOUND-SERIAL (dcf auILt)

SOUND F'ARALLEL, I oll virtual world to piay sounds as; sarallol procecses/
SOUND- ARALI.EL (tbit; may reuse? garbles.o i-f speeches play- simultaneously)

EMAIL ask user tor electronic mail address at mission start,
EMAIL-ON send user or. el~ectronic mail report at mission finish
E-MAIL
E-MAIL ON
EMA ILON

EMAILOFF di.sable elecLiurlitc mail address query toet(utu *
EMAIL, OR'[

E-MAI'L F
NO E-£-A I I,
No - EMA IL.
NO E MAIL,
NOEMAIL

*SLIDINGMODECOURSE Sýliding Mude co0uIse contrl0 algor ithm (11ot yet, wurking)
SLI DI NO-MODE-COURSE

SL _IDINGMODEOFF Disable sliding modle courseP control algorit-hm
FýLI DING -MODE-OFF

I'ARALLELPOR'THRACE' enable trace statemenLts tat. parallel porL communicuatiuns

* WAYPO INTFO~LOW !;(t mode to arrttive it- :Žucl waypointl before reading the
WAYI'O0 1IM'-- FOLLOCW itaxt. miuierwip't _'J`1millalILI, i .O'. c~ot ~.111 t awadsd each
WAY T',)I NTFOLLOWON waypolot- for, hew' vet I ýorg it r-akes to rtoicl' thel standrit
WAYI'OINT FnLl~OW-ON dist-ance before pour Cml to rea,7d (1ho ned( comimand.

Probably rnot- neteded alp/m~re..

WAY PU INOPF )LWW()W EF B)i cab I or WAY P01NTPOIJ.,0W nodeo
4AY P1 N'P FOIIiW -api:



APPENDIX C. MISSION GENERATION EXPERT SYSTEM USER
GUIDE

4 0

A. INTRODUCTION

This appendix consists if op,"!ratnig instructions for the mission planning expert

4 system. Inluded sections include startup and initial operations, tactical level initialization

file generation, tile means-ends mission planning facility operation, phase-by-phase

mission specification facility operation, and finally, executable code generation,

4 compilation and execution.

B. STARTUP AND INITIAL OPERATIONS

The mission planning expert system requires Quintus Prolog version 3.2 and

Prowindows [Weilemaker 941. At present. these are only installed oni

,• i4 . (,. npu . navy. mil located in the artificial intelligence (Al) lab, however the

expert system can still be rui from anywhere on cmnpus by starting a remote xterm. Log

onto any Unix workstation on campus, start X-Windows (if necessary) and type the

following From any xt oim shell:

Sxhost ai4.cs.nps.navy.mil
* 0> tolnet ai4.cs.nps.navy.mil

l.og onto tile auv account on a14 . cs. nps . navy. mi. 1. and change to tile

t. . a t-eq ic: directory. S Prowindows by typing
* •

'1i4- cd stratev-c

ai4> xterm -display localmachine:O

F~or ibis C01iiiaiid, lis thie imachine utpon which yt;u are working. Alter

xecnting this command, a new xt-erjm will pop up. In this window type:

t.i.4 - newprowin
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Once Prowindows has started, the expert system is loaded and started by typing (including

the period):

?- [mission expert].

This will cause the software to load and st'.trt automatically. To later restart the expert

system fronm. prowindows (if it has beeni exited using the quit button), simply type

Once the windowed mission generation expert system ha; started, use the menu

button labeled Available Charts to choose the operating area for the mission you wish to

generatc. Clicking the left mouse button over the menu will cause the available operating

area information (and the area maps) to cycle one at a time. Depressing the right mouse

button over the menu button will invoke a drop-down menu displaying all possible

operating areas. Dragging the mouse to the desired operating area and releasing the mouse

button wil! cause it to load. The currently displayed map v'ill always correspond to the

currently loaded operating area. The operating area can be changed at any time, however,
0 0

changing the current operating area while editing at mission will automatically clear all

current mission data.

It is also a good idea at this p)oint to enter the name of the desired output file on the
*@

Output File Name item (although the file name can he entered or changed any time prior

to code ,eneratiei,). The file name must conform to standard t Jiix naming conventions. It

is best to add the . p 1, . C, . cc, or . cPpp extension appropriate for tie final output

language, but this is not a requirement ol the expert system itself. The niaming convention

used to (late follows the form nti: aj i on . pl . mye\.'.mp-l e for Prolog code and
ttY W . Ctpi . C . ,, li- ++ code. Prior to ,om11,piling or executig the

Ini:;sions! the file should be copied into mi:;:; ion -qraph. C or ml sison. p1 as

aýppropriate. CUIluently the auhogent ateil ('G-m- code compiles and runs under the Silicon



Graphics (SGI) Irix operating system onl any campus SGI workstation, 'ihe autogencrated

Prolog runsý onl the Voyage~r laptop only (tn.cs . rips . navy. mil). tI

stajrt the different system facilities, the Available Operations menu buttons

(from the main menu ;hown in Figure 62) are used . Starting any system by selecting thle

Phase by Phase Generation or Meanis Ends Generation button will automatically end

any systemi facility cu-rr-ently being executed and will clear all data from that opeiation. Use

of the Create Initialization File or Modify Current Mission will start the appropriate

fa.:,cility, butt will not Alear dlata from inenmoy if another systemn facility was interrupted.

D)irections for use of each of the system facilities are provided in the following Sections.0

C. TACTICAL LEVEL INITIALIZATION FILE GENERATION

When running all three R13M layers, tile taCtiCal leve'l require~~ an initialization file.

This file contains information such as thle initial vehicle posture, the locations of the

lDivetrackcr units, and thle gyro enmir. To start -enerate this file. use the left mouse button

to click the Create Initialization File hutton under Available Operations. At this point, *
the data is enitered using thle data input window shown in Figure 63. Data Must lie entered

usinig thle ý! idit ig bars (p1 )inltand click uising, the inap Is not enabled). Locations are in X, Y

coordinates corresponding to tile grid overlaying thle operating area niap. When finished,

ulse thle left mouse button to press th, D~one button onl the linitiallization Parameters data

entry window. The information will be savedl in aI file cal led

Si i t- ta I L zit. ion i. !;c ript. Tlo end the facility without creating the initialization file,

Ilse tile left mlouse button 1o press the Cancel button. N( TFL: It' mwcr than one mission is

to be generated, Copy each to i.1 a .IZ at ion . L= i pt, file to another file before

cleating tile next 011e to avoidl over-writing'.

4 0
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4 D. PIIASE-BY-PHASE MISSION SPECIFICATION

S1. Entering New Phases

To start the phase-by-phase mission specification facility, use the left mouse button

to click the Phase by Phase Generation button under Available Operations. At this

point, Phase Type and Phase Summary windows will be created. The Phase Type

window is used to specify the type of phase that is tc be entered, while the Phase Summary

window will display a statc table representation of the mission as it is entered in. The Fhase

Type and Phase Summary windows are depicted in Figures 64 and 65 respectively. To

enter a phase, use the left mouse button to choo.,e the appropriate type of phase on the

Phase Type menu. Data entry for phase parameters for each type of phase is via windows

that vary depending on the type of phase (all are similar to the data eniry window depicted
in Figure 66). The following section provides a brief summary of what each type of phase

• will accomplish and what parameters must be specified.

ligurc 64: Phase Type Input Window.

I (1.



SPECIFIED PHASES COMPLE iE SUCCESSORS .ABORT;SUCCEOR

diva wait msinaot 'i
wait tiansiti tronsiti,

transiti haverl hoverit --

1'overl searchi tast

transit2 hover2 hovr2....~'C*

hover? search? gspsfQ - ', 'I

sert' psjbQ gp-9 -~~--t* .

gpsji. return iransit ' retur transitw.'

rc-turn transit . urace -surfac8e 7-

suitace .mision comnplete, . ~so..aoK.~~a

[VaQse Namne itansiy

X Position [26] -~ 2 -5-1-- 100

Y Position [20] -2t-- 0

lbwe Out a20 0 so. ý

F~ise Cup~piete ScaL'sstir: - f..-tsl Abort Successir
I Usprci'ed. --- 'Uns*1cAed%,-

Oivej Dief
Mission Complete Msin Compil3e-

Mission Ab-art jMission Abo~rt',"

Done 1 Reset Phawý,



Depth Change: Change to new depth whire hovering or after transiting.
New depth is necified.

IN

Course Change: Change to new course while hovering or after transiting.
New course is specified.

Transit: Use maximum RPM to transic to a new location. Vehicle will not
stop upon reaching thi;• new location, but will drive through. Transit
location is specified aw an (X, Y) position and depth is specified as
well.

Hover: Transit to a new location and establish a hover. Hover location is
specified as an (X, Y) Position. Hover depth and hover heading are
also specified.

GPS Fix: Obtain a global posi muing system fix- No special paraireter:s
are required.

Rotate Son;; -Search: Conduct a sonar search from a specified location by
rotati ig the sonar 360 degrees;. Search location is specified as an (X,
Y) position. Search depth is specified as well.

Rotate AUV Search: Conduct a ý;onar search from a specified location by
* rotating the AUV 360 deg-ces while maintaining a fixed forward

soi,, bearing relative to the AUV. Search location is specified as an
(X, Y) position. Search depth is specified as well.

Wait: Continue with current operation (eg., hover) for a specified period of
tiitie. Time to wait is spccificd.

Recover in Tube: P.;-form a recovery in ai recovery tube. Location of
recovery tube is specificd as an (X, Y) position. Recovery tube
depth and heading are also specified.

In addition to the above data required by each individual type of phasr, all types of

phases require .he following information:

Phase Name: This can he made up of" numbers and letters and is typed in
by the user. No blanks ire allowed, and the first character cannot be
a capital letter (if Prohl, code is to he generated).

Time Out: This is the amount of ,ine (i, seconds) that the phase has to
SliCCCced.

I(,t



Phase Complete Successor: The name of the phase to execute upor
successful completion of the phase currently being entered.

(A

Phase Ab(srt Successor: The name of the phase to execute upon failure of
the phase currently being entered.

The means of data entry varies depending on the type of data. Numerical data can

be entered using the sliders. The slider ranges for X positions, Y positionw, and depths are

defined according to the current operating area. Positions for hovers, transits and searches

can also be entered by clicking the desired position on the area map with the left mouse

button. The name of the phase is typed in by the user at the Phase Name text entry location.

Push button menus are used to enter the Phase Complete Successor and Phase

Abort Successor. The names of all phases that have been specified previously will have

pushbuttons on both menus (in addition to selections for Mission Abort and Mission

Complete). To set one of these phases as the complete or abort successor, simply use the

* left mowz. bu,,cn to select the desired phase. If the desired successor phase has not yet been

defined, use the left mouse button to select the Ur.speeified menu item. A new data entry

window for specifying the name of the successor phase will then be displayed. Enter the

* intended name of the successor phase on the Name blank and use the left mouse button to

press the Ok button. This phase will need to be specified later (using the corlect name) or

an error will be generated when the system parses the mission prior to code generation.

0 Any phase information can be changed aftc-r being entered simply by re-entering it.

Whni all rijuircl phac information ha... been ertn.r.d. use the left mouse button to Tres

the Done but:on un the data entry window. The phase will then be stored in memory andu

p displayed in the state table of the Phase Summary window. To cancelt entry oft'the Clrrlent

phase. use the left mnouse but ton to press Ili� Reset Phase button on l.e dala entry wincdow.

*% 0



I>NOTE- Mli:ssion specification can be interruptcd at any time1 Wn create the tactical
level initlatialization file without losing phases thai have- been specified previously

(restarting the phiase!-by--phase specification facility is discussed later). If the means-ends

mission gcneration facility is invoked or the phase-by-phase mission specification facility

is restarted improperly. however, all previously specified phases will be deleted from

2. Modifying and Deleting Phases Specified Phases

To modify a ph-ase that has been previously entered without deleting it, use the lelt

4~ Mouise button to select the Modify Phase button in the Phase Type window. A Phase

Modification window similar to the one shown in Figure 67 will be displayed. Use the left

miouse button to select the name of th'- Phase th~if you wish to modify from the mienu in this

wNIndow (or the Reset button io remove the window without modifying a phiase). A data

entry window for this phase (with the phiase data as previously entered) will be displayed.

Data canl be entered using this window as if the phase were being initially specified. To

remove the window without changing the phase. use the left mouse button to press the

Reset Phase button, or press the D~one biuttoni to store the chianged phase definition.

To delete a phase that hias been pmvioLI.Sly entered. use the lett inouse button to

selt-ct Owe Delete Phase hutton in the l1hase~Type window. A Phase D~eletion windlow

similar tothe one shown in Figi te 67 will be displayed. Use theleft mIuse buttonl to select

teho blttorl coireSpOnduig to the phlWla to he dUelew (or thc Reset bution to iA2iov lOV te

windowv without deleting a plhase).

1Itfo p)hases have, becn previously enttered iat thu(i svsloi ant iltli: Mtdifv Phase oi

lDekte Phase huttotn is derseall error window wil [I hedi:,play ci. (tic ie 1i .)

huttoiu to pres.s tne (.k hutton in thet- error windIow to t~CIC~r the. erIr h:ii1I1I

styIiglie irissioni do mint press hilt ( allcel huttonl. RIU111 mi0O llo tHe ii.J

,g'1WT;!t11Oht Ol XeLlllAlC('010il l)l()VidLt51 ill "'A'A-tic J1F

1 W,
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4 1 wif- 01 : (a) IiI:1d Mh(Oituc:11(l ijl ;11( (1i 111as; l kictonl V110mi s. 0

3. PIh('lis Irroris

11 111(' i~ (L IIU.C fL' l INt ili:N'1 I I V, Nl i1OI(2( IIi ~L't( V W 111,1 OWi I)01 ) tIU h 1)It Nl11

I4(ltýNScd2tI~ II t'-rrn; I1IcsNaI!C %ý ill bI' dILjpl;l\C tIC!,ii 'tIhlig ll typo 1 cirnh if] tuI In aid~:~~ I'I1.ase

W4I0` 1 1C(MC"Il\[ I P, . sc 0oiaIIIC~ l vl w

PHASE HFR'uR; THE SPECYHED PHASE IS INVAALIOju?4

rh~e depth VoI' specified is top diep foithis aea

...

III% .11o kcpmI Wiidow

(I. NIsm 1,4dfc iI\on i I;:tI ii&HR I W

"4L P l x e y e0 1 1 Ik , il11d Ill ', l -)- 1-11(1 "I ic m l l w

hL m c~lv. 111,t~lý Ic lm l" il-% il~ ý(w Il,.k



K ~memory by using the left mouse hutton to select the Modify Current Mission button onil

the Available Operations menu of the main system menu. Loss of the Phase Type

4 window can have a number at causes. The most common is accidental (or intentional) use

of the Cancel button on the Phase Type window. The Phase Type window will also be

removed if the Create Initialization File facility is invoked. It may also, be the case that

the window is simply hidden by another window on the screen. Regardless, use of the

Modify Current Mission button will generate a new Phase Type window. Mission

stpecification can then proceed. If the Modify Current Mission button is pressed when no

spec Ified phases are contained in memory (either no phases have been sptci fi'd or- memiory

%was Cleared by thle invocation of one of the other system facilities), an error message will

lhe displayed. To clear the error message, use the left mouse button to press the Ok hutton

onl tile error Wldi

5. Code (4-neration

On1ce Mission Sp~eCitiLe;1iori is complete, code canl be generated by following the

Sinstructions in Section U, i ;XcLiiahle (Code Generation, Comipilation and Operation.

F. MISSION (CFNERATION WITH Ni '?ANS-FNI)S ANALYSIS

1. Ov.!.rview and Launch aind Recove- - Position Specification

The 11eanis ends fil ility is used ii' auitomiat eatlv generate comiplete missions by

specifying the AllV launch position, recovery iii i,Joi 1)11. , ,I e recoivery wal I thle goals of

thle mission. Tlo invoke this facilily. use the, left miouse buttonl to )re!.:, the Means Ends

Generator button on the Available Operations niltin ()t the ma~Oin window. T'he( System

will dispi 'ý fhe wiiirlov.' shown iu Figure 09. 1 Ise it e sli(tl ¾ I. i thIis window to enter the

Al JV lauinchr iidc reLOVer-y posit-ions (l;wiut arid click is not enahlel ). TIt; ; window is also

iused tou deile ii te, type of rec(:ov('r y to he exeerlited at the end of the inussuour and enter

IocaitOils to he searched uhutring thle nissiOnl.

1 fi
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routing to the search point. -ise the transit point location field. The gencrated mnission will

cause the AUJV to transit through this point prior to establishing at hover at the search

location (if the search point and transit point arc collocated, the AUV will transit cli~ectly

to the search point and establish a hover). This point canl he specified using the slide. s or

by indicating the transit p~oint location onl the at-ea inap using the right rnoume button (after

the search location has been specified manually or with the left mouse buttcn). To save the

search data, use the left mouse hutton to press the Store Point hutton itl the Search P~oint

Data window. To cancel search point entry without saving- the search point data, use the

Cance! hutton in the Search Point D~ata window. Once a searchpoint has been entered into

the systemn and saved, it cannot be saved. All search points canl however be deleted from

memcnory by using the left mfouse hutton to pi ess the Clear Search Points button ill the

Means End Help window,

x 0a

El gurc 7 1: Search Point D ata Enrtry Window.

4. Computing a SequeiiCe Of Pha-~iSs

()Iicv the lauinch position. recovcery position, type of recovery, and searclhpoi~as

have bceen spcc tied,ý the systemi Canl lie used to gIenerate at seqluecet ot phases that will

;I~calllF~I lic [lfisslon. Tou inivoke this feature. uise the left 1OLISe !)Ltton to press the



Generate Phase Sequence button in the Means End Help window. The system will then

generate the sequence of phases and display a textual description of the resulting mission U

in a window similar to the one shown in Figure 72. In addition the path of the mission will

he depicted on the area map of the main system window.

•. • •----,-"--- ----- .. .. . . .. .. "... ....

Z•oz-at:psijibn'-X.40 Y=Z5,De, tW-Z::

A- A . -2.. •--

h. , . '-.,ancel N 4 :l D .. ."

° 'o'ierc/ atp stnXapl00 M-7insept n.... An-yi IisonS ro idw

•.onauict-.anar nseac aii•aly i s nlon.Xt gl nedt fn h etsluinfrt
* S:' ,"•.."• - " ,• -';, : t•;. . " ., -• .'' .

i Obtiain a GR ,F`U .i •..-.•..-,t'-: ,-

"solnsima-endsr al.yi.. i - -5.Depthe,. lt onit o h

diplye txtnal i a.'"ea-ns E" d So- to wN4.0uinow nd gegahclyontm raim

O b t~ iainwiii.
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I:11mirc 72: Sample Means.Fnds Analysis Mission Solution Window.

Ninccmcan:;.-cn llallysiN is not guaranteed to find the best solution first, the

capaiihity cxim.is to) cycle through ZllI l)OSSIIIc soIlitionIs One ill it tille. To generate anolthur

so•lil;(II m uiný, me-ans-opalos analysis. uise Ilhc left mouse button to press the Next Solution

button in the Mean:: E~nd So)lution window. A new solution will b)c Comp1uted and

displayed textually in ,t Memns Enid Solution window and gcographically oin the area malp

()I111lC lmlaill winldow.



5. Code Generation

Onice mission specification is complete and aisatisfactoiy solutionl has bccn

obtained, code canl be generated by following the instructionF in Sectioni 1'. Executable

('ode Generation. Compilation aind Oper-ation.

F. EXECUTABLE CODE GENERATT( N, COMPILATION AND) OPERATIO N

1. Code G;eneration

Executable code can be gener-ated based onl a 1rtissionl specified using thle phlase-by-

phase mission specification faciliiy or- the tre-ins-ertds mlissi(on gener'ation facility. If thle

phase-by-phase missionl specification fatcility was used to specify thle mission. the

generated executable code Will corresponid to tile mission de~sei-ined inl the P~hase Simmary

win~dow. If thet 1CmeaS-endLs-analysis mission gener-ation ilacility was used. the gener~ated

executable code will corricspond to the mission describied in the current Means Firid

Solution winldow.

To "ineneratec CxeUL1tablOCLI coesimply use thle left mou0Lse button to pres~s the Generate* *
Mlission C ode button itl the main SyStem~ vitI~doW. If the p~lIVhas -jIlS by-phase a

-specificaition facility was Lised to specifly thle nmission. tie systeml will recquest the nantie of,

* thle first phlase of the Itissjolt SI1IjI tuply s thle lMt i11vmsc butt oil to select thle appropriate

fir-st philse firomi the mnenul dispklayed. It the me1anls-ends Tinissioti generIationl facility Was

tSd. thtis step is tint r-equired. III e:itherl ease. th1c systemi will parse the miissiora to chieck Itoi

c error-s (hoops ill thle graph, no mtissioni coInhtletc sp;cified, unlspecified phav~ses etc.) pliotu to

gencr-atittg code.

It 0error's are- delected, a wit.s~millar to tili one Mi Figure '71 will ibc dhiSphayý,d.

T 'o clear1 1ltC erIc01 ir meSSage, tse thW left 11101s8 button to press lte Ok huttion itt thle Phase

E'rror window. ihe utiksiot; canl he thenI edited ulsing tiIe pItaSt -by phaeitrssirII

sltecilicationl facility or- urcarasecirds ntiissioll r'ýcnelali onl facility ais appr-opri-alt (tilte only

lit



I4

errors that can be introduced by the means-ends mission-generation facility are caused by

manually changing the recovery position when a tube recovery is requested as described
I4

above). Editing of missions wit: zrrors is conducted as if no attempt to generate code had

"been made.

I 4

Figure 73: Error Window for Detected Mission Errors.

4 If no errors are detected during parsing, the window displayed in Figure 74 will be

displayed. To select the desired language for output, use the leA mouse button to press the

Prolog or C++ button as appropriate. The output file will be tored in the current directory

4 (-auv/strategic) and will be named according to the Output File Name entry. If

Prolog code is generated, an additional file will be created with a standalone_ added to

the beginning of the nam,>. These two files are equivalent except that running the

t standalone file will make queries to the user rather than the tactical level. To clear this

window without generating code, press the Cancel button.

* I

Figure 74: Output Language Selection Window.
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2. Compiling and Running the Mission

a. The Tactical Level Initialization File

To run a mission, generated files must be transferred from

ai 4. c s . nps . navy. mi 1 to the appropriate directories on file system of the machine

upon whicf the tactical level is to run. All files should be transferred as ascii files using

the Unix ftp facility.

The initialization. script file should be transferred to the

-auv/ tac tical directory (or -auv/uvw/ tactical on the Sun Voyager) regardless

of the language generated by the expert system. When running, the tactical level requires

the file to be called initialization, script, but for storing multiple initialization

files, it is ok to use different names (eg., .extensions for describing what mission the

initialization file is for). An example ftp session is shown below. This session is conducted

from the strategic directory on ai4. cs. nps.navy.rail (from the xterm window).

ai4> ftp gravy3.cs.nps.navy.mil

O username: auv

password:

ftp> cd strategic

ftp> put missiongraph.C.examplea
ftp> cd .. /tactical

ftp> put mission.pl.examp]e

ftp> put initialization.script iniitial.ization.script .example

Sftp> put commandstrings command-strings.axample

ftp> quit

In this example, it is assumed that a Prolog and a C+4- mission were generated. If only the

C++ version was created, the put mission. pl . example command can be omitted.g

If only a P, olog version was created, the cd strategic and put
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mission-graph. C. example can be omitted andthe cd /tactical command

should be modified to

ftp> cd tactical

b. Prolog Execution

If Prolog code was generated, the standalone file (standalone- prefix)

should be placed in the -auv/strategic directory on the target machine. The mission

file itself should be placed in the -auv/ tactical directory. Either of these files can

have any name so long as they end in the Prolog .pl extension (and contain no other

periods). To run the standalone stratcgic level, switch to the -auv/ strategic directory

on the appropriate machine and start Prolog (or Prowindows). Load the mission into

memory by typing the file name (minus the .p1 extension) in brackets followed by a

period:

?- [mission].

To run the mission, type:

S 0 v_ executemission.

Answer the strategic level queries by typing yes or no. To ni the mission in the vehclýe or

the virtual world (tactical level attached), switch to the -auv/ tactical directory. It is

probably a good idea to make sure the proper version of the tactical level has been

compiled. To do this type:

> make strategic

Start Prolog and load the mission file into memory by typing the file name (minus the . pl

extension) in brackets followed by a period, just as for the standalone version of the

strategic level. The mission is started in the same way as the standalone version as well:

?_ executemission.

176

SqI



c. C++ Compilation and Execution

If the expert system generated a C++ strategic level mission, it must be
S

compiled prior to running the mission. The generated C++ file should be transferred to the

-auv/ strategic directory on the appropriate file system. Before compiling, the C++

mission file must be named miss ion-graph. C and must be located in the strategic

directory. To compile the mission, from the auv directory and type:

"> cd strategic

"> cp mission-graph.C.example missiongraph.C
"> cd .. /tactical

"> make rtrategic-cpp

The executable file upon completion of the make will be located in the tactical
S

directory and will be called strategic. To make a standalone version of the mission,

type:

> make strategic-standalone

from the tactical directory. The executable standalone mission will be placed in the

tactical directory and will be called oodtest. Either the standalone version of the

strategic level or the full RBM version are invoked by typing the name of the executable

file on the command line.

G. EXITING THE SYSTEM AND INDIVIDUAL FACILITIES

To exit the system at any time during execution, use the left mouse button to press S

the Quit button in the main window. The Prowindows interpreter can be -- 'ted by typing

?- halt.

Most system windows provide a Cancel button. Pressing this button using the left S

mouse button will cancel the operation without performing it. As a rule, use this button to

0
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0

•L. cancel operations and destroy windows rather than the minus button in the upper left

•) window corner.

00
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